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The Simons Foundation is pleased to present 
you with this copy of our 2020 annual report. 
Staying connected through Zoom, emails and 
conference calls, our grantees and scientists 
made groundbreaking advancements over the 
last year. We hope you enjoy reading about 
just a few of them.

You can view additional media related to these 
articles by visiting the report’s digital edition  
at simonsfoundation.org/report2020  
or by scanning this QR code. 
 
 

Marilyn Hawrys Simons, Ph.D.
President



The coronavirus upended our lives and society in 2020. 
With COVID-19’s rapid spread worldwide, many of us 
quarantined and socially distanced ourselves, pivoting to 
the virtual realm. The world turned its hope to science for 
defense from this pandemic, and in little over a year, two very 
effective vaccines appeared using an innovative synthetic 
mRNA technology, and then several quickly followed using 
a DNA-based adenovirus approach. The quick turnaround 
in providing these immunizations obscured the fact that 
decades of research actually went into their production: A 
huge amount of past investment in fundamental scientific 
research provided a broad and deep knowledge base that 
could be leveraged for these acutely important efforts. When 
we look back on the race to formulate a vaccine, the gains 
from the previous century’s investments in basic science 
research are undeniable. 

Supporting basic science research and mathematics is 
the work of the Simons Foundation. At our Flatiron 
Institute, theoretical and computational scientists advance 
our understanding of natural phenomena in the areas 
of astrophysics, biology, quantum physics, neuroscience 
and mathematics. Through our grantmaking programs, 
we support individual research proposals as well as 
collaborative projects in mathematics, the physical sciences, 
the life sciences, neuroscience and autism. And through 
our outreach and education program, we hope to engage all 
audiences with science and mathematics. 

2020 was a productive year at the foundation, as this 
report shows. Our feature stories are based on the theme 
of “connections.” They highlight connections of all kinds: 
research focused on connections between atoms and 
between neurons; connections between scientists within a 
field — or collaborating across disciplines; and even connec-
tions we have with other funding partners. 

2020 was also a particularly challenging year. Our year of 
remote work lacked the inspiring connection of in-person 
meetings and serendipitous encounters with new ideas 
and old friends. The tragic social injustices we witnessed 

2020 was quite a year — the likes of which we have not 
seen since the “Spanish flu” in 1918. Nonetheless, a remar-
kable amount was accomplished at the foundation. A few 
highlights follow.

Early on, we contributed $5 million to Rockefeller University 
to support COVID-19 research. That inspired an avalanche 
of such funding from other friends of Rockefeller, and 
some excellent work was accomplished. This flood of 
support culminated in an extremely effective monoclonal  
antibody treatment for COVID-19, recently licensed to 
Bristol Myers Squibb and now undergoing trials. The 
presence of vaccines notwithstanding, a highly effective 
treatment for COVID-19 will have an important role to play 
around the world.

Back at the foundation, we established a new unit of the 
Flatiron Institute, the Center for Computational Neuro- 
science (CCN), which will be housed at 160 5th Avenue 
instead of across the street at the institute’s main site. It will 
be led by Eero Simoncelli, an outstanding scientist, and will 
grow to 50 people over the next several years. This is the 
fifth and last unit to be established at Flatiron. To seed it, 
the neuroscience group from Flatiron’s Center for Compu-
tational Biology (CCB) has moved to the CCN, allowing the 
CCB to expand into other areas.

While working from home and over Zoom, the folks at 
Flatiron produced over 750 scientific papers submitted for 
publication this year: a new record. A good deal of recruiting 
took place, some for senior scientists but most for post- 
doctoral scientists. Flatiron continues to grow! 

Louis Reichardt, who headed our autism research program, 
stepped down at the end of September after almost seven 
years of very good work. Until a new director is in place, 
John Spiro, SFARI’s deputy director, is also serving as 
interim director and doing an excellent job. A search for a 
director has been underway for some time, and we believe 
the position will be filled quite soon.

A number of new Simons Collaborations were established, 
mostly in the Mathematics and Physical Sciences division, 
but one in Life Sciences — called the Simons Collabo-
ration on Plasticity and the Aging Brain — is particularly 
interesting, especially to me, whose brain is definitely 
aging! This effort is overseen by Gerry Fischbach, assisted 
by Alyssa Schaffer. It is not focused on diseases of the brain 
such as Alzheimer’s, but on the natural deterioration of 
the brain as we age. A team of great scientists, headed by 
Coleen Murphy of Princeton, are populating this collabora-
tion, and some interesting ideas have already emerged. If we 
can get to the bottom of this, it is possible that some inter- 
ventions may be discovered to slow the aging process. 
Fingers crossed! 

Late in the year, Marilyn and I determined to change our 
roles at the foundation. I have been overseeing the science 
we support, with Marilyn overseeing administration as well 
as the foundation’s outreach and education mission. As of 
July 1, 2021, David Spergel will step in and run the whole 
show as our new president. Presently David heads the 
Flatiron’s Center for Computational Astrophysics, and he 
is an outstanding scientist as well as an outstanding leader. 
The foundation board was unanimous in his selection. 
Marilyn and I will both assume the title of co-chair. We 
haven’t the slightest doubt that under David’s leadership 
the foundation will thrive.

Onward and upward!                                                                                                                                                                     

shook our complacency with the status quo. Staff members’ 
urgent calls to action focused us on mobilizing programs 
to advance diversity, equity and inclusion in our workplace 
and in science. 

As we reflect on this past year, there are many lessons to 
learn from the triumphs and tragedies of 2020. Relating to 
science in particular, we’ve already grasped these salient take-
aways: the profound importance of long-term commitment 
to basic science research, the necessity for greater outreach 
to the public to promote a deeper understanding of science 
and the need to build a pipeline of scientists who are 
representative of our diverse society. Clearly, we’ve got lots 
more work ahead!  
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Reverse engineering the universe is a tricky thing. To figure 
out how dying stars explode, an astronomer can’t blow up a 
thousand stars. But they can create and destroy virtual stars on 
a computer, where lines of code emulate the laws of physics. 
Such simulations can predict the fate of not just single stars 
but also solar systems, galaxies and even the entire universe.

But the practicality of simulations is often limited by the 
sheer amount of computing resources they require. That’s 
where machine learning, or ‘deep learning,’ is starting to 
help. Neural networks that mimic the brain’s web of bio-
chemical connections can study a handful of simulations 
and learn to fill in the gaps. Critically, they can do so millions 
of times faster than it would take to run a continuum of 
simulations from scratch.

“We usually want to understand some fundamental quan- 
tities of the universe; it could be the planets, it could be gravi- 
tational waves, black holes, it could be the universe itself,” 
says Shirley Ho, head of the Cosmology X Data Science 
group at the Flatiron Institute’s Center for Computational 
Astrophysics (CCA). “We want to accelerate simulations to 
produce the observations we want … and then compare them 
to the data.” 

Researchers at the CCA are using deep learning to speed up 
simulations of vast volumes of space that enclose millions of 
galaxies. The goal is to get more out of upcoming telescopes 
such as the Simons Observatory, whose observations will 
refine measurements of fundamentals such as the evolution 
of dark energy, the enigmatic force accelerating the expansion 
of the cosmos.

“We’ve got a new set of tools,” says CCA director David Spergel. 
“Machine-learning tools may let us even recover the initial 
conditions of the universe.”

Cosmological simulations that track the assembly of 
gargantuan superclusters of galaxies are massively ‘multi- 
scale’ problems: Cumulative effects from even individual 
stars can ripple across millions of light-years to alter the 

Center for Computational Astrophysics

fates of entire galaxies. Building and running a simulation 
that connects all these scales is no small feat, often requiring 
millions of CPU hours. 

But neural networks are good at linking multiscale 
phenomena, says Stéphane Mallat, a distinguished research 
scientist at the Flatiron’s Center for Computational Math- 
ematics (CCM). What’s more, a neural network doesn’t need 
to see simulations of every imaginable scenario. It can study 
representative samples and then churn out new simulation 
results without working through all the underlying physics 
from scratch. 

Revolutionizing Simulations 
of the Universe With AI

The top panels show the large-scale distribution of dark matter for thousands 
of simulations performed with the IllustrisTNG (left) and SIMBA (right) galaxy 
formation models as part of the CAMELS project. The bottom panels compare 
the distribution of dark matter, galaxies (and their stars), gas density and gas 
temperature for one representative simulation as performed by each model with 
the same initial conditions. Credit: Francisco Villaescusa-Navarro, Daniel Anglés-
Alcázar and Shy Genel

“We think we can train a neural network to learn the relation- 
ship between dark matter and galaxies, or dark matter and 
gas,” says Rachel Somerville, leader of the CCA’s Galaxy 
Formation group. “Then the network is much faster than 
running this full simulation.” Early results are promising, 
she says. “We’ve already started doing some tests. We know 
that it kind of works.”

One ongoing test for training a neural network is CAMELS, 
the Cosmology and Astrophysics with MachinE Learning 
Simulations. The project is led by CCA associate research 
scientist Daniel Anglés-Alcázar, CCA associate research 
scientist Shy Genel and former CCA research fellow 
Francisco Villaescusa-Navarro. Within CAMELS, CCA resear- 
chers recently trained a neural network on thousands of 
cosmological simulations to accomplish a number of tasks, 
such as predict the star formation rate of galaxies based 
on only a few parameters such as the abundance of matter. 
Another effort, known as dm2gal — for ‘dark matter to 
galaxies’ — taught a neural network to add the right amount 
of stellar mass in virtual galaxies using knowledge of how 
much dark matter was present.

While these researchers take on the universe, others at the 
CCA are using machine learning on a smaller scale. 

Colliding pairs of black holes are all the rage: Since 2015, 
astronomers have detected gravitational waves from 46 such 
mashups, and they’d like to know how these pairings form. 
Perhaps they come from massive stars paired up since birth, 
wandering their home galaxy as a lonely duo. Or maybe 
they’re churned out in jam-packed globular star clusters, 
where hundreds of thousands of stars routinely trade partners.

Flatiron researchers set a neural network loose on the 
problem. They fed the machine the output from simulations 
that predicted black hole masses produced in these two 
scenarios. The network deduced the relevant relationships 

connecting various parameters of binary stars and globular 
clusters to the black hole masses that each produces, and 
determined that globular clusters account for about 80 
percent of the known binary black holes.

That result is far from the final word on the matter, partly 
because the neural network didn’t know about other forma- 
tion options. But it demonstrates the power of machine 
learning in exploring binary black hole origins, says study 
author Katelyn Breivik, a research fellow at the CCA. 

“The best way to understand all of this would be to just  
simulate all possible scenarios,” she says. “And that’s, of 
course, completely intractable. But you can pick points along 
the way and then fill in the other points with machine 
learning, and then it’s not intractable.”

Remarkably, these machines know nothing about astronomy 
or physics. But could a machine learn the laws of physics, 
including some not yet discovered? 

That’s what Princeton graduate student Miles Cranmer set 
out to do. Working closely with researchers at the Flatiron, 
he showed a neural network simulations of particles 
moving about, subject to typical forces found in nature. Just 
from watching the particles move, the machine “discovered” 
physics standbys such as Newton’s law of gravity and Hooke’s 
law of spring force.

He then set the network on an astronomical problem: Is 
there a way to predict how much dark matter gathers in the 
center of the dark matter “halos” that envelop every galaxy 
based only on a halo’s mass and the mass of halos around it? 
Although astronomers have come up with such a relation-
ship, its precision is a bit shoddy. Cranmer’s neural network 
cranked out an equation that was far more accurate than the 
one humans produced.

“It’s a long process to unravel these mysteries,” says Cranmer. 
“But with artificial intelligence, we can tether science to 
Moore’s law — the law that says you get an exponential 
increase in computing power — and maybe get an expo-
nential increase in knowledge, too.”

The Flatiron is well poised to lead the way. Connections 
across fields as diverse as astrophysics and machine learning 
are opening possibilities for researchers of all stripes.

“We have maximum freedom at Flatiron, and we have this 
encouraging interdisciplinary atmosphere,” Ho says. “Here, 
it’s encouraged to work across fields. It’s encouraged to take 
a little bit of risk and do something different.”
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Watch the full video of Shirley Ho at simonsfoundation.org/report2020

“There are many things that we can do with these faster cosmological 
simulations that we could not have done before. This is one of [the things] 
that our group has been pushing for, which is to compare the observed 
cosmological data … directly with the full prediction of what the universe 
would be, given all the changes in the theory. … All [those predictions] 
will be pushed into a simulator [to] generate a predicted universe, and 
then we compare it to the observation, so that hopefully we’ve squeezed 
all the information we can out of the observed universe.”

Shirley Ho
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When Chandra Theesfeld, a research scientist at the  Lewis- 
Sigler Institute for Integrative Genomics at Princeton  
University, was starting her career as a biologist, she knew that 
studying the human genome came with significant challenges. 
At the time, high-quality curated databases could help 
those scientists studying smaller organisms, like yeasts 
and worms, but nothing remotely comparable existed for 
humans. As a result, human genomic studies tended to be 
piecemeal and limited in scope, narrowly focused on just 
one or a few human genes. Scientists often relied heavily on 
what they remembered from the literature to make mean-
ingful inferences from the available data. 

The genomics revolution changed all that. A flurry of advance- 
ments in genomic analysis, research computing and data 
storage yielded a tremendous influx of new data from the 
human genome, and with it came the promise of a more 
comprehensive understanding of human biology. But a new 
problem soon emerged: The data were too vast for individual 
scientists to dig through. “The traditional forms of analysis 
in humans just weren’t possible anymore,” Theesfeld says. 

In need of a resource that could help researchers properly 
sift through human genomic datasets at scale and find the 
new insights hidden there, scientists at the Center for Compu- 
tational Biology (CCB) at the Flatiron Institute created Human- 
Base, an interactive software platform that allows Theesfeld 
and other biologists to access results of tens of thousands of 
experiments in one place and make connections in a syste- 
matic way that springboard human biological discovery. 

Launched in 2018, HumanBase brings robust computing 
power and advanced algorithms to bear on thousands of gen- 
omics datasets, enabling scientists to make connections 
across genes in ways that are impossible using traditional 
methods. HumanBase uses machine learning to reach 
into published and publicly available datasets from tens of  
thousands of genomics experiments and make predictions 
about how genes from specific tissues of the body interact 
with each other. Machine learning is uniquely suited to 
finding nuggets of biological gold in these large, diverse data- 
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sets:  A biological signal that is faint in any one dataset may 
stand out when many datasets are integrated to generate 
one large network. 

“HumanBase is designed around connections, like gene-to-
gene, gene-to-disease and mutation-to-disease connections, 
and draws these connections in a data-driven way, one that 
can’t be replicated by individual scientists mining the liter-
ature,” says Aaron Wong, a data scientist and project leader 
at the CCB. Olga Troyanskaya, CCB deputy director for geno- 
mics and a professor of computer science at the Lewis-Sigler 
Institute, describes the power of the networks assembled by 
HumanBase in a strategy called functional module detection. 

“By looking at the genes in the context of a network, we can 
discover the pathways impacted by a disease,” she says.

To use functional module detection, scientists first input a 
list of up to 4,000 genes. HumanBase will take the list and 
generate a network showing how the genes work together  
in a particular cell type, such as a kidney cell. The results  
are displayed in weblike maps showing how each gene 
is associated with others in the database. Clusters in the 
maps known as modules contain genes with common 
functions. For example, one module might consist of 
genes that promote viral replication. Functional module 
detection can also suggest a function, or set of functions, 
for a previously uncharacterized gene. “The networks 
connect genes that are working together in the same path-
way, and the module detection in turn reveals higher-order 
processes and pathways,” says Theesfeld. 

 
 
In 2020, scientists at the Flatiron Institute and the Uni- 
versity of Michigan used HumanBase’s functional module 
detection to examine the mechanics of COVID-19 infection 
in kidney cells. In work published October 7, 2020, in 
Kidney International, whose initial findings were shared in 
May on the medRxiv preprint server, the authors investigated 
why individuals with diabetes are more susceptible to 
COVID-19. SARS-CoV-2, the virus that causes COVID-19, 

HumanBase Sees 
Connections Between 
COVID-19 and Diabetes

enters the cell by locking onto a protein on the cell surface 
called ACE2. The scientists sought to learn what is different 
in kidney cells that express ACE2 and, specifically, to under-
stand what it is about these cells in people with diabetes that 
makes them especially susceptible to infection. 

In ACE2-expressing kidney cells both from patients with 
diabetic kidney disease (DKD) and from patients with 
COVID-19, the scientists found thousands of genes that 
showed increased expression. They used HumanBase to 
construct modules from these genes, revealing that in both 
groups of patients, these modules relate to viral entry, replica-
tion and immunity. “HumanBase showed us that [the DKD] 
cells with expressed ACE2 have a cellular program already 
activated which makes them exceptionally vulnerable to the 
virus,” says Matthias Kretzler, a nephrologist and professor 
of medicine at the University of Michigan and co-corres- 
ponding author on the study. Troyanskaya adds, “Without 
any input from the virus, the cells of the diabetic kidney 
already look similar to cells of patients who have the virus. 
The diabetic kidney is essentially primed for SARS-CoV-2.” 

The connections between ACE2 expression and biological 
processes relating to immunity and viral activity, and be-
tween programs in the cells of patients with DKD and 
COVID-19, could not have been made without HumanBase, 
says Theesfeld. “You have a list of thousands of genes —  
you can’t make sense of that. You need the sophisticated  
connection-drawing power of networks and machine learn-
ing to find the common threads,” she says. Further research 
is needed to determine definitively if the activation of viral 
infection pathways in DKD is responsible for the increased 
susceptibility of patients to COVID-19, and if COVID-19 
infection in patients with DKD results in cumulative  
kidney damage. 

The study also showed that common medications for hyper-
tension and DKD do not increase the levels of ACE2, despite 
initial concerns, and thus patients could continue safely 
taking these medications. “This was a critical piece of knowl-
edge we could share quickly with our global kidney doctor  
community, and we could add a mechanistic explanation for 
why,” says Kretzler. 

Importantly, the functional modules uncovered by Human- 
Base are a starting point for exploring new therapeutic 
avenues to treat COVID-19. Scientists will examine how 
kidney tissue grown in a lab responds to drugs that target 
genes and processes that HumanBase shows are activated in 
cells expressing ACE2. The processes identified by Human-
Base suggest roles for particular structures of the cell, such 
as the ribosomes and cell membrane, during SARS-CoV-2 
infection. Theesfeld describes two recent studies in which 

scientists showed experimentally how SARS-CoV-2 infection 
upsets the functioning of these very structures, the ribo-
somes and cell membranes, in kidney cells. “We see different 
omics [high-throughput molecular analysis] approaches that 
validate our predictions,” she says. “A next step would be to 
look for drug targets in those pathways.” 

The COVID-19 study has implications for virus biology in 
general, too, says Theesfeld. Some viruses use receptors other 
than ACE2 to enter the cell. If HumanBase were applied 
to study another virus, “would we find the same processes 
upregulated in cells that use a different receptor?” she asks. 
The results could shed light on which viral processes are 
universal and which might be unique to coronaviruses. 

At present, researchers are using HumanBase to reveal the  
cellular processes activated in lung cells during SARS-CoV-2 
infection after treatment with Moderna’s vaccine, Troyanskaya 
notes. “These processes are complex,” she says. “The path-
ways involved and their connections are only revealed at 
the network level, showing the biological coherence behind 
large sets of genes.” Theesfeld adds, “The HumanBase 
approach is a powerful and general way to reveal the network 
effects of dysregulation in human disease.” 

The long-term support of the Simons Foundation in dev- 
eloping HumanBase was critical to this work, says Wong. “A 
key mission of the Flatiron Institute is to develop cutting- 
edge algorithms and make them broadly available, not just to 
computational people but also to biologists and biomedical 
scientists,” he says. Troyanskaya agrees, emphasizing that 
HumanBase lets biomedical and clinical scientists make 
connections formerly in the domain of computer scientists. 

“The critical connection is between a biologist’s insight, the 
data and advanced computational analysis: HumanBase  
allows this loop to work without an advanced computer  
scientist in it.”
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HumanBase Pipeline

“One really important outcome of what we 
do is following up on our computational 
predictions. So, as we say in the field, 
the proof is in the pudding. It’s really 
important for us to work with biologists 
and experimentalists to both test and 
follow up on our predictions.”
Aaron Wong

“The HumanBase approach is a 
powerful and general way to reveal  
the network effects of dysregulation  
in human disease.”
Chandra Theesfeld

Watch the full video of Aaron Wong at simonsfoundation.org/report2020

Credit: Lucy Reading-Ikkanda/Simons Foundation
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make sure there is no error 
arising from doing a simu-
lation by computer,” Rachh 
says. “All of the errors should 
be artifacts of the model that 
they’ve chosen, not how that 
model is being solved.”

Academic researchers who 
need specialized software 
are sometimes poorly served 
by commercially available 
software packages because 

academic clients are often less lucrative than business clients, 
and they may have very specific and unusual needs. Rachh 
believes he and other researchers at the Flatiron fill an 
important niche. “Often, commercial software can solve a 
much broader class of problems than we can, but the problems 
that we do solve, we can solve better,” he says. “One of our 
advantages is that we understand researchers’ problems 
better, having worked on similar problems ourselves, whereas 
a company might be excellent at software development, but 
they might not have someone who’s worked on both the soft-
ware and the research applications.”

Rachh and his colleagues write code in several different 
programming languages widely used by researchers in the 
fields they are supporting. For example, his team is collab-
orating with the Electromagnetic/Radio Frequency team at 
MathWorks to incorporate one of its tools into MATLAB, a 
popular programming language for mathematicians and 
engineers. “We are currently not working on the application 
itself,” Rachh says, “but facilitating other engineers to be 
able to solve bigger problems faster using the same amount 
of resources.” Deciding what languages and platforms to 
use, and understanding how to best write for the interfaces 
their end users will be working with, are challenging parts 
of the job. “This is not something I was formally trained in,” 
he says of developing user-friendly software interfaces. “We 
want the things we’re building to last for a while, so we have 
to factor that in at an early stage.”

Rachh is especially proud of two programs his team has 
released recently, FMM3D and fmm3dbie, both of which use 
techniques called fast multipole methods to solve Laplace, 
Helmholtz and Maxwell equations. All three are PDEs that 
arise in several areas of physics, including gravitation, heat 
conduction, fluid dynamics and electromagnetism. “For 

me, this has been a project that’s been going on for seven to 
eight years, and for some of the other people in this group, 
this is something that they’ve been looking forward to for 
two or three decades,” Rachh says. “Finally having some-
thing that’s out there and getting a bunch of use has been 
very satisfying.” 

Rachh is looking forward to building on these two programs, 
making them more user-friendly and faster so that re- 
searchers can incorporate them into their pipelines for the 
numerical simulation of their PDE models. “Ideally, four or 
five years from now we want to get close to computer-aided 
design.” That is, scientists and engineers should be able 
to design optimal systems or devices for a specified goal or 
task primarily through the numerical simulation of their 
corresponding PDE models. “But right now, we are just  
not there.”

Rachh feels great satisfaction in being able to contribute to 
science by creating and supporting software for a diverse 
range of application areas, even though such work usually 
takes place behind the scenes. “Personally, what attracted 
me to Flatiron is the ability to dedicate time and resources 
to building these tools so that other people who are better 
suited and are experts at the modeling side of things can use 
them and push the frontiers of science faster.”

When the Flatiron Institute opened in 2016, one of its goals 
was to support basic science by funding researchers who 
develop software and computational tools that can be used by 
scientists outside the institute. Such software can be crucial 
for new research, but the emphasis on publication in the 
academic world sometimes hinders the development and 
maintenance of these programs. “You don’t get as much 
credit in academia for working on software packages right 
now,” says Manas Rachh, a research scientist in numerical 
analysis at the Flatiron Institute’s Center for Computational 
Mathematics (CCM).

Rachh grew up wanting to be an engineer like both his 
parents, but as an undergraduate he realized he was most 
interested in the mathematical side of the engineering  
courses he was taking and so he pivoted to applied math- 
ematics instead. Rachh left India for the United States to 
begin graduate work at New York University. “And at the 
end of the first two weeks, I was seriously questioning my 
choices,” he says. “The mathematics I had learned as an 
undergraduate in engineering was nowhere close to the level 
of rigor and detail required in grad school.” With the help 

of friends in his program and a supportive adviser (Leslie  
Greengard, now the director of the CCM), he found his  
footing, earning a Ph.D. in 2015.

Rachh went to work at Yale University as a Gibbs assistant 
professor of applied mathematics before joining the Flatiron 
in 2018. Since graduate school, he has focused on developing 
fast algorithms to find numerical solutions to certain 
partial differential equations (PDEs), which are equa-
tions that describe relationships between partial de-
rivatives of multivariable functions. PDEs are notori-
ously difficult to solve exactly — or even approximate 

Manas Rachh: Building 
Mathematical Tools That 
Drive Discoveries

efficiently — because the complexity of these 
relationships increases precipitously with 
the number of variables. PDEs arise in a 
range of application areas, including chip 
design, acoustics, plasma physics, fluid 
dynamics and computational biology. 

Researchers can find very good numerical 
approximations to solutions of PDEs in some 
cases, but usually the more precise an an-
swer is, the longer it takes to find. Rachh and 
his colleagues have to balance this trade-off 
between speed and precision in developing 
software, while also prioritizing usability 
for researchers. The fastest code in the world 
will not have any impact if it is too compli- 
cated to garner widespread use. “That’s a day-
to-day concern,” he says, “deciding where 

we are willing to make sacrifices in speed and efficiency in 
exchange for usability and attracting a wide audience.”

Furthermore, Rachh and his colleagues need to be able to 
guarantee that their programs are reliable and can produce 
answers that are within certain accuracy specifications. All 
PDE models already have uncertainty baked in; researchers 
do not want to adopt new software that will introduce even 
more of it, or make their answers less accurate. “We want to

A calculation of acoustic scattering on a plane-shaped object requiring the solution of partial 
differential equations; this figure was generated to demonstrate the capabilities of CCM solvers 
on multiscale geometries.
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The logo for the Flatiron Institute Fast Multipole Libraries, which was developed by Manas Rachh and his 
colleagues. The fast multipole method algorithm calculates the dynamics of systems containing many 
particles, such as planets gravitationally tugging one another as they orbit a star. The logo’s quadrants 
represent how the algorithm considers different collections of particles (blue dots) when calculating the 
net force acting on a fixed set of target particles (red dots).

“Imagine that you were plucking a guitar string. It creates 
some sound. So how do you model the vibrations of 
these strings? One way you could model the vibrations 
of this string is to understand what the height of the 
vibration is as a function from one of the endpoints of the 
guitar as a function of time. So how this height function 
would vary as a function of distance from the end and as 
a function of time would be a PDE. … And you might think 
that’s a very simplistic model, but models like these have 
been very useful in describing … [everything from] very 
large-scale phenomena, like the evolution of galaxies 
and stars, to very small-scale phenomena, like how 
microorganisms swim or move in their environments.”

Manas Rachh 

The fast multipole method was co-invented by CCM director Leslie Greengard.

Manas Rachh

Manas Rachh collaborates with the Center for Computational Neuroscience  
(page 11) and the Simons Collaboration on Hidden Symmetries and Fusion Energy.

Watch the full video of Manas Rachh at simonsfoundation.org/report2020
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We have long understood the equations that govern the 
physical world, thanks to the elegant symbiosis between 
theory and experiment among physicists. For instance, theo- 
retical physicists provide explanations of how magnetism 
or gravity operates in different contexts, which experi- 
mentalists can then confirm, refine or refute. This iterative 
process has resulted in a robust understanding of the world’s 
physical forces.

By contrast — and not surprisingly — we have no comparable 
understanding of the brain. Neuroscientists have determined 
which brain regions are responsible for complex planning 
(primarily the frontal lobe) and which regions help us 
interpret emotions (the amygdala and hippocampus, among 
others). But despite outstanding experimental achieve-
ments, we do not yet have a total picture of how the parts 
of the brain function together. That’s because we still need 
to develop theories that can guide interpretation of the 
experimental results. 

Enter the newly launched Center for Computational Neuro- 
science (CCN) at the Flatiron Institute, its fifth discipline- 
based computational center. The CCN’s mandate is to stimu- 
late a collaboration between experimental and theoretical 
neuroscientists. Headed by Eero Simoncelli, who will also 
maintain his appointment as Silver professor of neural 
science, mathematics, data science and psychology at 
New York University, the center began its work in fall 2020 

and will take possession of its physical space by the end of 
summer 2021.

Center for Computational Neuroscience

Simoncelli is a leading authority on how human brains 
process visual information, and he has worked to develop 
ever-more-powerful computer models that explain this 
capability throughout his career. He is a Howard Hughes 
Medical Institute investigator, a fellow of the Institute of 
Electrical and Electronic Engineers, and an Emmy Award 
recipient for the development of computational models to 
assess how viewers perceive the quality of visual images.
 

“After a thorough search, Eero Simoncelli seemed the perfect 
person to head the new unit,” says Simons Foundation 
chair Jim Simons. “The other Flatiron directors and I were 
thrilled that Eero accepted the position.”

One useful way to think of the brain is as an extremely 
powerful computer, but one with a unique set of operations. 

“Understanding how the brain works is a computational 
challenge,” Simoncelli says. “Sensory input and internal 
states are continuously combined and transformed to drive 
thoughts, memories and behaviors. Our goal at CCN is to 
help decode that complexity.” 

Simoncelli notes that, especially in recent years, neuro- 
science experiments have yielded massive datasets that 
can only be interpreted with powerful computers, such as 
those at the Flatiron. The CCN will provide fertile ground 
for theoreticians, computational scientists and experimen-
talists to collaborate in developing an improved under- 
standing, through data analysis, of how the brain works. 

New Flatiron Institute 
Center Aims to Map the 
Brain’s Inner Workings

Simoncelli studied physics as an undergraduate and draws 
inspiration from the time-honored symbiosis between theory 
and experiment that physicists have developed. Though it 
might seem evident that neuroscience should have forged a 
similar path long ago, Simoncelli notes that physicists had 
the advantage of being able to begin with easily observable 
forces and objects rather than interpreting the dynamical 
evolution of ephemeral, internal neural patterns. In addition, 
the computational power to record and analyze neural activity 
at scale, in the brains of both animals and humans, has 
existed for only a decade or two. 

The CCN will initially comprise two working groups. 
Simoncelli, building on his expertise in the neuroscience 
of vision, will lead the computational vision research group. 
Group members will use computational theory and models 
that help interpret how our brain’s sensory systems make 
predictions about the world around us. Their goal is to under- 
stand how these processes, at the level of neural populations 
and circuits, drive visual behavior.

Dmitri ‘Mitya’ Chklovskii leads the neural circuits and algo-
rithms group, which was previously part of the Center for 
Computational Biology. Chklovskii, who is also a research 
associate professor of neuroscience and physiology at New 
York University, focuses on how the activities of individual 
neurons and neural circuits generate thought and behavior. 

“Our goal is to understand the specific function of every neuron,” 
Chklovskii says. This more mechanistic approach will com- 
plement Simoncelli’s more behavior-centric analysis.

The CCN will ultimately employ approximately 50 people, 
some of whom will have joint appointments at the CCN and 
surrounding academic institutions. Visiting scientists 
will also be part of the mix. Simoncelli expects that every- 
one associated with the center will come to the physical offices 
at least some of the time, as circumstances permit.

“In my experience, the pandemic has reaffirmed the value of 
in-person contact,” Simoncelli says. “If a project was already 
very well established when the pandemic began, then remote 
work proceeded reasonably well. But starting new projects 
from scratch has been much harder online than in person.”

Toward that end, Simoncelli — the son of an architect (and 
named after one) — has been heavily involved in the design 
of the CCN’s physical space. Most offices will accommodate 
a maximum of two people. Simoncelli feels that two people 
sharing an office can do focused work together in silence, 
whereas adding a third person tends to impede concentration. 
There will also be a diverse and distributed set of open work 

areas where people can discuss joint research at blackboards. 
And, importantly, Simoncelli’s diligent work to find a suit-
able pro-level espresso maker for the center will help to fuel 
the quantity and quality of research insights!

The launch of the CCN adds another player to the 
Simons Foundation’s array of efforts to understand the 
human brain. SFARI — the foundation’s first program — 
and its independent news publication Spectrum produce 
and disseminate new insights about the neuroscience 
of autism. SFARI’s research cohorts, such as the 
Simons Simplex Collection and the SPARK cohort, will 
continue to provide readily accessible raw data to scholars of 
autism and related fields the world over. The Simons Collab-
oration on the Global Brain (SCGB) seeks to understand the 
mechanisms of the neural activity that produces cognition. 
This program funds researchers across the globe, including 
Simoncelli. A related collaboration launched this year, the 
Simons Collaboration on Plasticity and the Aging Brain, 
concentrates on the study of the healthy aging human brain.  

The potential for synergy between these groups is significant. 
“It’s extremely exciting to have this new dimension to the 
study of the human brain in-house,” says Simons Foundation 
president Marilyn Simons. “Understanding how the brain 
works is one of the biggest intellectual challenges of our time.” 
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A novel neural network for supervised learning. Unlike existing neural networks based on 
the backpropagation algorithm, this neural network respects biological constraints and 
could model computations in the human brain. Credit: S. Golkar, D. Lipshutz, Y. Bahroun, 
A. Sengupta and D. Chklovskii/NeurIPS 2020

“There’s an explosion of interest around the world … in artificial intelligence driven by things that 
were inspired from neuroscience. These are sometimes called deep neural networks. The ideas 
that are underlying those deep neural networks originally came from neurobiology ... observations 
about the brain being very different from a traditional computer (a von Neumann architecture). And 
of course along with that thinking comes the thought that, well, maybe there’s something special 
about the architecture of the brain that allows it to compute things, estimate things, measure 
things [or] respond to things in a way that is harder to describe in a conventional computer archi-
tecture, but more readily described in terms of brain architectures. AI has had a long history of 
trying to use brainlike architectures to solve problems.”

Eero Simoncelli

Watch the full video of Eero Simoncelli at simonsfoundation.org/report2020

“It’s extremely exciting to have 
this new dimension to the study 
of the human brain in-house. 
Understanding how the brain works 
is one of the biggest intellectual 
challenges of our time.” 
Marilyn Simons

CCN director Eero Simoncelli is also an investigator with 
the Simons Collaboration on the Global Brain (page 23).
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Every object derives its properties from its electrons, which 
interact in a scaffold of atoms and whose motion is choreo-
graphed by the rules of quantum mechanics. Breakthroughs 
in areas from computing to energy storage rely in part on 
understanding these interactions well enough to create ma-
terials tailored to specific requirements.

Tracking quantum interactions in real materials is comically 
complex — a single gram of hydrogen, for example, contains 
about 1023 atoms. Equations with that many variables are 
intractable to even the most powerful supercomputers. 
So physicists must come up with ways to analyze the essen- 
tial physics of these systems without considering every 
aspect of the motion of the underlying particles, predicting 
how electrons will dance about their atoms as circumstances 
change. From these predictions, physicists can deduce, for 
example, how a material’s electrical properties change under 
pressure. The trouble is that there are many prediction 
methods, and each approaches the problem differently and 
communicates the results in its own mathematical dialect. 

One method provides snapshots of electrons as they 
move about. Another calculates the probability of finding 
electrons in particular configurations. Some methods predict 
behavior well at high temperatures, some at low tempera-
tures. Some are best suited to describing the evolution of 
materials over time, while others are better for a material 
that's sitting still.

Stitching together, from all these techniques, a cohesive pic-
ture of how even one material behaves is a conceptual and 
logistical challenge. “We were sometimes getting consistent 
results, but more often than not, we were not getting consis- 
tent results, or we were computing things that can’t be 
directly compared,” says Antoine Georges, director of the 
Flatiron Institute’s Center for Computational Quantum 
Physics (CCQ). 

Center for Computational Quantum Physics

Georges and colleagues at the CCQ are now changing that 
with a “multimethod, multimessenger” approach: They take 
a simple mathematical model of a material and throw every 
computational method they have at it. By marrying these 
techniques and resolving their differences, CCQ researchers 
aim to kick-start a new era of materials design and take 
on grand challenges such as developing practical super- 
conductors, which conduct electricity with zero resistance at 
reasonable temperatures.

But getting there requires a culture change, one that the 
CCQ is leading: Physicists must step out of the silos in 
which they work and join forces to surmount an over- 
arching hurdle. The payoff is that “you get much more infor- 
mation when you combine different methods with different 
potential sources of error or systematic biases,” says CCQ 
co-director Andrew Millis.

To that end, CCQ researchers turned to one of the simplest 
models around: an infinitely long chain of hydrogen atoms. 
An endless queue of hydrogen may not seem realistic, but 
it’s a perfect theoretical playground for getting all these 
computational techniques to play well together. “We wanted 

A particle wave passes through a crystal structure containing electrons (arrows). The 
structure has antiferromagnetic order because its electrons have alternating up and 
down spins. Credit: Lucy Reading-Ikkanda/Simons Foundation

a system that all the methods can actually handle that also 
brings out all the complexities of these problems,” says 
CCQ research scientist Miles Stoudenmire. 

The scenario goes like this: Line up simulated hydrogen 
atoms and space them a few tenths of a nanometer apart — 
just a few times the width of the atoms themselves — and 
then slowly decrease the distance. As the atoms bunch up, 
let a crew of computational techniques figure out how the 
electrons respond and how that response affects the lineup’s 
overall behavior.

Even in this ‘simple’ 
situation, a diversity of 
behavior emerged. The 
hydrogen chain went 
through three phases: 
It started as an anti-
ferromagnet, a state 
in which the intrinsic 
magnetic orientation of 
the electrons alternated 
direction. As the atoms 
crowded together, the 
electrons started spend-
ing more time between 
neighboring pairs of 
atoms —  a state reflec-
tive of hydrogen mole-
cules wanting to form. 
As the spacing shrank 
further, the whole chain 
transitioned from being 
an electrical insulator 
to a metal.

“As we bring the atoms 
closer together, the 
whole electronic struc-
ture changes,” Millis 

says. Such insulator-to-metal transitions are intriguing for 
various applications, and it took many methods to reveal the 
underlying mechanism.

The lessons learned from this model system can be applied 
to other, more practical lineups. “Hydrogen is particularly 
squirrelly; we can’t really build this in the lab,” Stoudenmire 
says. “But it’s not pie in the sky. It’s close to solving other 
chainlike molecules, like a chain of DNA.”

Other well-established physics models have also been getting 
the multimethod, multimessenger treatment. The Hubbard 
model is a simple mathematical prescription for how elec-
trons interact in a 2D array of atoms. But fleshing out its 
physics has remained a challenge. 

“The Hubbard model has been the Mount Everest of our field,” 
Millis says. “It's beautiful, it’s impressive … it abstracts away 
all of the actual complexity of solids while leaving all the 
difficulty of quantum mechanics.”

Here again, CCQ researchers saw an opportunity to set 
a plethora of computational techniques working coop-
eratively on the problem. Specifically, they wanted to see 
how electrons in the Hubbard model responded to plum- 
meting temperature. 

As the temperature dropped, the material went through 
three distinct phases. At high temperatures, it was a soup 
of electrons dancing every which way. As the temperature 
decreased, the system became a metal, with electrons mov-
ing in a more orderly fashion. And as the temperature con-
tinued dropping toward absolute zero, it transitioned to an 
antiferromagnetic insulator.

Characterizing the various phases of the Hubbard model is 
a major achievement, setting the stage for further investiga-
tions of superconductivity.

“All these studies are guiding us toward how we should de-
velop further the available methods and what the next gen-
eration of methods might be,” Georges says. “The ultimate 
goal is to put these methods to good work in applications 
like design of interesting electronic materials.” The work 
also has connections beyond materials: Some of the models 
share mathematical DNA with theories of quantum gravity.

“Our vision for CCQ has been to build a place where we have 
several senior and junior faculty who are experts at certain 
types of methods,” says Georges. “Put all these people 
under the same roof and have them interact and collab- 
orate and invent the methods of tomorrow through this 
sort of synergetic effort.”

A Collaborative 
Paradigm for Cracking 
the Code of Quantum 
Systems

13



Every object derives its properties from its electrons, which 
interact in a scaffold of atoms and whose motion is choreo-
graphed by the rules of quantum mechanics. Breakthroughs 
in areas from computing to energy storage rely in part on 
understanding these interactions well enough to create ma-
terials tailored to specific requirements.

Tracking quantum interactions in real materials is comically 
complex — a single gram of hydrogen, for example, contains 
about 1023 atoms. Equations with that many variables are 
intractable to even the most powerful supercomputers. 
So physicists must come up with ways to analyze the essen- 
tial physics of these systems without considering every 
aspect of the motion of the underlying particles, predicting 
how electrons will dance about their atoms as circumstances 
change. From these predictions, physicists can deduce, for 
example, how a material’s electrical properties change under 
pressure. The trouble is that there are many prediction 
methods, and each approaches the problem differently and 
communicates the results in its own mathematical dialect. 

One method provides snapshots of electrons as they 
move about. Another calculates the probability of finding 
electrons in particular configurations. Some methods predict 
behavior well at high temperatures, some at low tempera-
tures. Some are best suited to describing the evolution of 
materials over time, while others are better for a material 
that's sitting still.

Stitching together, from all these techniques, a cohesive pic-
ture of how even one material behaves is a conceptual and 
logistical challenge. “We were sometimes getting consistent 
results, but more often than not, we were not getting consis- 
tent results, or we were computing things that can’t be 
directly compared,” says Antoine Georges, director of the 
Flatiron Institute’s Center for Computational Quantum 
Physics (CCQ). 

Center for Computational Quantum Physics

Georges and colleagues at the CCQ are now changing that 
with a “multimethod, multimessenger” approach: They take 
a simple mathematical model of a material and throw every 
computational method they have at it. By marrying these 
techniques and resolving their differences, CCQ researchers 
aim to kick-start a new era of materials design and take 
on grand challenges such as developing practical super- 
conductors, which conduct electricity with zero resistance at 
reasonable temperatures.

But getting there requires a culture change, one that the 
CCQ is leading: Physicists must step out of the silos in 
which they work and join forces to surmount an over- 
arching hurdle. The payoff is that “you get much more infor- 
mation when you combine different methods with different 
potential sources of error or systematic biases,” says CCQ 
co-director Andrew Millis.

To that end, CCQ researchers turned to one of the simplest 
models around: an infinitely long chain of hydrogen atoms. 
An endless queue of hydrogen may not seem realistic, but 
it’s a perfect theoretical playground for getting all these 
computational techniques to play well together. “We wanted 

A particle wave passes through a crystal structure containing electrons (arrows). The 
structure has antiferromagnetic order because its electrons have alternating up and 
down spins. Credit: Lucy Reading-Ikkanda/Simons Foundation

a system that all the methods can actually handle that also 
brings out all the complexities of these problems,” says 
CCQ research scientist Miles Stoudenmire. 

The scenario goes like this: Line up simulated hydrogen 
atoms and space them a few tenths of a nanometer apart — 
just a few times the width of the atoms themselves — and 
then slowly decrease the distance. As the atoms bunch up, 
let a crew of computational techniques figure out how the 
electrons respond and how that response affects the lineup’s 
overall behavior.

Even in this ‘simple’ 
situation, a diversity of 
behavior emerged. The 
hydrogen chain went 
through three phases: 
It started as an anti-
ferromagnet, a state 
in which the intrinsic 
magnetic orientation of 
the electrons alternated 
direction. As the atoms 
crowded together, the 
electrons started spend-
ing more time between 
neighboring pairs of 
atoms —  a state reflec-
tive of hydrogen mole-
cules wanting to form. 
As the spacing shrank 
further, the whole chain 
transitioned from being 
an electrical insulator 
to a metal.

“As we bring the atoms 
closer together, the 
whole electronic struc-
ture changes,” Millis 

says. Such insulator-to-metal transitions are intriguing for 
various applications, and it took many methods to reveal the 
underlying mechanism.

The lessons learned from this model system can be applied 
to other, more practical lineups. “Hydrogen is particularly 
squirrelly; we can’t really build this in the lab,” Stoudenmire 
says. “But it’s not pie in the sky. It’s close to solving other 
chainlike molecules, like a chain of DNA.”

Other well-established physics models have also been getting 
the multimethod, multimessenger treatment. The Hubbard 
model is a simple mathematical prescription for how elec-
trons interact in a 2D array of atoms. But fleshing out its 
physics has remained a challenge. 

“The Hubbard model has been the Mount Everest of our field,” 
Millis says. “It's beautiful, it’s impressive … it abstracts away 
all of the actual complexity of solids while leaving all the 
difficulty of quantum mechanics.”

Here again, CCQ researchers saw an opportunity to set 
a plethora of computational techniques working coop-
eratively on the problem. Specifically, they wanted to see 
how electrons in the Hubbard model responded to plum- 
meting temperature. 

As the temperature dropped, the material went through 
three distinct phases. At high temperatures, it was a soup 
of electrons dancing every which way. As the temperature 
decreased, the system became a metal, with electrons mov-
ing in a more orderly fashion. And as the temperature con-
tinued dropping toward absolute zero, it transitioned to an 
antiferromagnetic insulator.

Characterizing the various phases of the Hubbard model is 
a major achievement, setting the stage for further investiga-
tions of superconductivity.

“All these studies are guiding us toward how we should de-
velop further the available methods and what the next gen-
eration of methods might be,” Georges says. “The ultimate 
goal is to put these methods to good work in applications 
like design of interesting electronic materials.” The work 
also has connections beyond materials: Some of the models 
share mathematical DNA with theories of quantum gravity.

“Our vision for CCQ has been to build a place where we have 
several senior and junior faculty who are experts at certain 
types of methods,” says Georges. “Put all these people 
under the same roof and have them interact and collab- 
orate and invent the methods of tomorrow through this 
sort of synergetic effort.”

A Collaborative 
Paradigm for Cracking 
the Code of Quantum 
Systems

Credit: Lucy Reading-Ikkanda/Simons Foundation

“Hydrogen is particularly squirrelly; 
we can’t really build this in the lab. 
But it’s not pie in the sky. It’s close 
to solving other chainlike molecules, 
like a chain of DNA.”
Miles Stoudenmire

Hubbard Model Basics

A visual representation of where electrons are most likely to be 
found around a chain of hydrogen atoms. Brighter colors denote 
higher probabilities, and dashed lines represent contours of 
constant probability. At this spacing between atoms, electrons 
try to link pairs of adjacent atoms to form dihydrogen molecules. 
Because the protons are fixed in place, these molecules can’t form. 
Instead, each electron ‘leans’ toward a neighboring atom. Credit: 
M. Motta et al./Physical Review X 2020

The CCQ works closely with the Simons Collaboration on 
the Many Electron Problem. The collaboration is led by CCQ 
co-director Andrew Millis, who previously served as associate 
director for physics in the Mathematics and Physical Sciences 
division at the foundation (pages 15–18).
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Deep learning enables modern wonders like computer 
vision, speech recognition and natural language processing. 
Scientists are applying it to everything from automated 
audio transcription to robotic locomotion. Still, in 2018, a 
self-driving car struck and killed a pedestrian in Tempe, 
Arizona. The woman was walking with a bicycle outside of 
a designated crosswalk, and the car’s programming was not 
prepared to correctly identify or move to avoid a person in 
that position. Such outcomes represent a stunning array of 
possibilities for the various futures for deep learning: Will 
face recognition programs provide a safer society? A society 
devoid of individual privacy? Or both?

The term ‘deep learning’ refers to a suite of machine learning 
techniques in which algorithms use methods that mimic 
the way human brains form new connections to make 
decisions or classify examples; the computing systems under- 
lying these techniques are often referred to as (artificial) 
neural networks.

Deep learning algorithms are remarkably effective and 
accurate, but researchers do not have a good handle on 
exactly what’s going on under the hood. The algorithms give 
answers but do not explain them. “I think the thing that’s 
really exciting from a scientific perspective is that these are 
techniques that practitioners have advanced,” says Peter 
Bartlett, a computer science and statistics professor at the 
University of California, Berkeley. “They’ve engineered  
systems to perform very well on particular benchmark 
problems, but without a deep understanding of why they’re 
so successful.”

The inexplicability of how and why algorithms make the deci-
sions they do creates several problems for the field, of which 
perhaps the most troubling is that of fairness and equity, 
as algorithms are increasingly used to make decisions con- 
sequential to our society. If a bail algorithm sets a higher 
price for one defendant than another without explanation, 
how can the people affected be sure the decision was not the 
result of racism or some other human failing, indelibly 
absorbed into layers of code? 

Mathematics and Physical Sciences

This opacity also means that deep learning algorithms may 
be more complicated and less robust than they could be, 
and it hinders progress in improving algorithms in some 
areas of application.

Responding to the need for more research into how these 
algorithms work, the National Science Foundation and the 
Simons Foundation announced a joint call for proposals 
related to the mathematical foundations of deep learning. 
Two collaborations were awarded funding and officially 
began work in September 2020. Bartlett is the director of 
the Collaboration on the Theoretical Foundations of Deep 
Learning, whose leadership includes seven principal invest- 
igators and three co-investigators at universities in the United 
States, Israel and Switzerland. The other collaboration, 
Transferable, Hierarchical, Expressive, Optimal, Robust, 
Interpretable NETworks (THEORINET), is directed by 
René Vidal, the Herschel Seder professor of  biomedical 
engineering and director of the Mathematical Institute for 
Data Science at Johns Hopkins University, who works 
with four principal investigators and 10 co-investigators in 
the United States and Germany. Although the two collab- 
orations are separate and have different approaches and 
areas of focus, their interests overlap enough to permit 
twice-monthly meetings at which the members of both 
groups share their work and exchange ideas.

Deep learning algorithms ask questions like: Given a part- 
icular collection of pixels, what is the likelihood that the 
tissue pictured has a tumor? Or: Given a particular audio 
file, what was the person recorded most likely to have been 
saying? Bartlett’s collaboration believes that although these 
problems are familiar to classical statistics, deep learning 
mechanisms are fundamentally different from those used 
in classical statistics, and hence present different challenges.

“It seems like deep learning is breaking one of the most funda- 
mental rules that we’ve traditionally taught in our under-
graduate classes, that there has to be a trade-off between the 
fit to the data and the complexity of the prediction rules,” 
Bartlett says. “If you get a perfect fit for the training data, 

The Quest for a 
Deeper Understanding 
of Deep Learning

An illustration capturing the intricacies of high-dimensional optimization, which is key 
to training a neural network. Optimization requires identifying the global maximum 
or minimum value. One of the persistent challenges — spurious local optima that are 
only locally maximum or minimum values — is on display. Credit: Robert Ghrist

that should be something you should be suspicious of.” But 
deep learning algorithms fit training data very well, without 
an obvious cost in terms of complexity or performance on 
new tasks. His group is investigating whether such trade-
offs do happen somewhere in the deep learning process and, 
if so, where and in what form.

Bartlett and other researchers in the collaboration current-
ly have hypotheses about where the trade-offs are, which 
they plan to investigate on a mathematical level. They hope 
to refine their hypotheses and extend them into a robust 
scientific theory that not only explains deep learning but also 
allows scientists to create better algorithms. “Our point of 
view is that having an understanding of how deep learning 
techniques work, what’s underlying their success, is really 
important to overcoming the issues that surround the appli-
cation of these methods,” Bartlett says.

Vidal’s collaboration, THEORINET, has several aims. Re-
searchers seek to obtain a rigorous analysis of several key 
properties of deep neural networks and then leverage that 
analysis for further insight into the design of algorithms that 
can be guaranteed to satisfy particular constraints and into 
the transfer of deep learning techniques from one domain 
to another. 

For example, one of the most perplexing challenges in deep 
learning is robustness. If a self-driving car recognizes an 
image as a stop sign, it will stop. But in computer vision 
algorithms, small perturbations invisible to the human eye 
can cause an algorithm to fail to classify an image correctly, 
in this case potentially causing a self-driving car to run a 
stop sign. “You can make imperceptible perturbations to the 
input data, and you can completely fool an AI system — it 
will make all the wrong predictions,” Vidal says. “Why aren’t 
deep networks robust to adversarial perturbations?” A greater 
understanding of why deep learning is so sensitive to 
these perturbations could help programmers implement 
algorithms that would make fewer mistakes. In some 
domains, that could save lives: A self-driving car will stop at 
a stop sign as required, or a tumor will be correctly identified 
on a medical image.

Beyond the scientific goals of the collaboration, Vidal is also 
concerned with the broader societal impacts of the program. 
The collaboration has proposed a partnership with the 
University of Maryland, Baltimore County Meyerhoff 
Scholars Program to equip undergraduates from under- 
represented groups to enter careers related to artificial 
intelligence and deep learning. They also want to use their 
work to inform public policy related to the implementation of 
high-stakes algorithms. “One worry we have is that decision- 
makers either distrust AI and continue to make decisions 
based exclusively on human decision-making, or believe 
everything AI does and don’t understand the pitfalls,” Vidal 
says. Either extreme creates problems. To that end, the 
collaboration has held, and will continue to hold, confer- 
ences and seminar talks related to issues of equity and justice 
in algorithms and how to understand and influence public 
policy discussions. “Deep learning has great potential to 
impact our society,” Vidal says, “but we need to understand 
its foundations to make sure its predictions are correct, 
safe and fair.”
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techniques work, what’s underlying their success, is really 
important to overcoming the issues that surround the appli-
cation of these methods,” Bartlett says.
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can be guaranteed to satisfy particular constraints and into 
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learning is robustness. If a self-driving car recognizes an 
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in this case potentially causing a self-driving car to run a 
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deep networks robust to adversarial perturbations?” A greater 
understanding of why deep learning is so sensitive to 
these perturbations could help programmers implement 
algorithms that would make fewer mistakes. In some 
domains, that could save lives: A self-driving car will stop at 
a stop sign as required, or a tumor will be correctly identified 
on a medical image.

Beyond the scientific goals of the collaboration, Vidal is also 
concerned with the broader societal impacts of the program. 
The collaboration has proposed a partnership with the 
University of Maryland, Baltimore County Meyerhoff 
Scholars Program to equip undergraduates from under- 
represented groups to enter careers related to artificial 
intelligence and deep learning. They also want to use their 
work to inform public policy related to the implementation of 
high-stakes algorithms. “One worry we have is that decision- 
makers either distrust AI and continue to make decisions 
based exclusively on human decision-making, or believe 
everything AI does and don’t understand the pitfalls,” Vidal 
says. Either extreme creates problems. To that end, the 
collaboration has held, and will continue to hold, confer- 
ences and seminar talks related to issues of equity and justice 
in algorithms and how to understand and influence public 
policy discussions. “Deep learning has great potential to 
impact our society,” Vidal says, “but we need to understand 
its foundations to make sure its predictions are correct, 
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For more work involving machine learning, see the articles on the Center for Compu- 
tational Astrophysics (page 5), the Center for Computational Biology (page 7), the 
Center for Computational Neuroscience (page 11) and SFARI-funded research 
highlights (page 29).

The accuracy of a neural network is gauged by a loss function, which estimates how far off the neural network’s predictions are from expectations. The goal is to minimize the 
loss value by tweaking parameters. Above is a visualization of the loss landscape for an underparameterized ‘classical’ optimization landscape (left) and an overparameterized 
‘modern’ optimization landscape (right), which occurs in large neural networks. Credit: C. Liu, L. Zhu and M. Belkin
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“One worry we have is that 
decision-makers either distrust 
AI and continue to make 
decisions based exclusively on 
human decision-making, or 
believe everything AI does and 
don’t understand the pitfalls.”
René Vidal

The Simons Foundation has also partnered with the National Science Foundation on 
the NSF-Simons Research Centers for Mathematics of Complex Biological Systems.
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For the past two decades the field of metamaterials — the 
design and fabrication of materials that have properties not 
found in nature — has been an exciting area of research 
in physics and engineering. The Simons Collaboration on 
Extreme Wave Phenomena Based on Symmetries is part of 
this line of inquiry. Researchers in the collaboration are 
interested in discovering, exploring and creating materials 
with exotic properties that will interact with electromag-
netic and acoustic waves in unusual and desirable ways. 
These types of properties are created by leveraging various 
kinds of symmetries and ‘symmetry breaking’ in the 
engineered materials. 

The word ‘symmetry’ often brings to mind geometrical 
features: a square, which looks the same when it is rotated 
90 degrees or reflected across horizontal, vertical or diagonal 
lines; a circle, which lines up with itself when rotated by any 
angle or reflected across any diameter line; or a snowflake, 
which looks unchanged when rotated by 60 degrees or 
reflected across one of many lines of bilateral symmetry. 

More broadly, a symmetry is a general transformation of 
an object that, when performed, leaves the object in a state 
indistinguishable from its initial state. In addition to the 
more familiar geometrical symmetries, researchers in the 
collaboration are studying symmetries in three other 
general classes: unfolding symmetries, dynamical sym- 
metries, and supersymmetries and dualities. Unfolding or 
scaled symmetries occur in materials whose wave equations 
are governed by fractal behavior. The dynamical class refers 
to symmetries that are based on the evolution of properties 
of the material.

Mathematics and Physical Sciences

Supersymmetries and dualities, in theoretical physics 
and mathematics, are phenomena in which seemingly 
unrelated systems exhibit the same responses. Postdoc 
Michel Fruchart and his supervisor Vincenzo Vitelli hit 
upon the potential for using these ideas to generate exotic 
material properties almost by chance while playing with 
Lego structures a few years ago. Their tantalizing discovery 
spurred new research into the physics of dualities in the 
context of wave phenomena. Vitelli, a principal investi- 
gator of the new collaboration and physics professor at the 
University of Chicago, says, “We just stumbled into this 
effect, and then we realized that it’s a smoking gun for a more 
general mathematical formalism that occurs in a variety 
of mechanical, optical and electronic systems.”

Researchers are looking at both the properties endowed 
by particular symmetries in a metamaterial and the exotic 
behavior that can be created when symmetry is broken. 

“For me, it’s exciting to think about how to design a structure 
so that I can break symmetry in a specific way or add 
symmetry-breaking for functionality,” says Katia Bertoldi, a 
principal investigator of the collaboration and engineering 
professor at Harvard University.

Besides exploring different kinds of symmetry, the re- 
searchers are also excited by the potential for combining 
several types of symmetries in the same metamaterial to 
control the overall response. “Can we combine different  
aspects of symmetry to come up with something that’s more 
than the sum of the individual parts?” asks Nader Engheta, 
a principal investigator and professor in both the electrical 
and systems engineering department and the physics and 
astronomy department at the University of Pennsylvania. 

“That could open the door to a lot of interesting future devices 
and possibilities.”

Leveraging Symmetries 
to Invent Exotic Materials

For example, although different types of waves seem very 
different in day-to-day life — sound and light, for example, 
are perceived in different ways and have different uses — 
many of the same principles apply to the study of all waves. 

“If you look at the problems from a theoretical perspective, 
they’re not that different,” says Andrea Alù, collaboration 
director and Einstein professor of physics at the City 
University of New York (CUNY) Graduate Center, as well as 
founding director of the Photonics Initiative at the CUNY 
Advanced Science Research Center.

For that reason, researchers often build models and devices 
that work with one kind of wave before trying them in a 
different setting. “The beauty of this field is that we have a lot 
of tools at our disposal,” says Demetrios Christodoulides, a 
principal investigator of the collaboration and professor of 
optics at the University of Central Florida. “We come up with 
a theoretical discovery, and then we actually have the flexi- 
bility to decide how best to demonstrate it.” For example, 
researchers might first fabricate structures that conduct 
acoustic waves: Because these waves are relatively slow, such 
structures tend to be large-scale and simple to design. Later, 
tests of the concepts can be translated to the more complicated 
microscopic worlds of optical or electromagnetic devices.

Scientists in the collaboration can fabricate prototypes of 
new materials in a matter of weeks, but perfecting these 
designs and then applying them in real-world devices of 
course takes much longer. Nevertheless, researchers are 
hopeful that their materials could eventually be used to 
improve technologies as disparate as medical imaging, 
optical computing and cellular communication networks.

Although the collaboration officially began only in September 
2020, it is building on existing research collaborations 
among several of its principal investigators and their re-

search groups. “The goal of the collaboration is to leverage 
all these initial efforts that our team members have pio- 
neered, using symmetries to guide the optimal designs 
of metamaterials for various technologies, and bring them 
together, connecting the dots to build a unified theory that 
can enable us to discover new materials and new function- 
alities for many technologies,” Alù says. These earlier projects 
have allowed investigators to get the collaboration up 
and running quickly in the short time since their official 
launch date.

Researchers involved in the collaboration come from a wide 
range of academic backgrounds. “It’s interesting to get 
perspectives from mathematics, from physics, from engi- 
neering, and try to find common ground,” Bertoldi says. “It 
always takes some time to make sure that we understand 
each other, but that’s the fun part.”

As is often the case with research that spans theoretical and 
applied science, inspiration does not flow in one direction, 
from theory to applications. Instead, “it’s a back-and-forth,” 
Christodoulides says. “We have a problem in mind and 
then we see what kinds of tools we can bring to address this 
problem. At the same time, we cannot address a problem 
unless we really know our toolbox.” Insights from the theo- 
retical and applied aspects of the collaboration create a 
complex cycle of gradual progress on all fronts.

“The Simons Foundation gives us the opportunity not only 
to continue existing collaborations, but also to expand them 
more broadly,” Engheta notes. The new structure will be espe- 
cially valuable when it comes to cross-disciplinary projects, 
which can be more difficult in traditional academic collab- 
orations. “When we study a phenomenon, that phenomenon 
does not just go into a box called physics or a box called mathe- 
matics,” Engheta says. “It’s a combination of everything.”

Geometric
symmetries

Unfolding
symmetries

Dynamical 
symmetries

Supersymmetries 
and dualities

The Simons Collaboration on Extreme Wave Phenomena Based on Symmetries is exploring and blending four broad symmetry classes: geometrical symmetries, unfolding 
symmetries, dynamical symmetries, and supersymmetries and dualities. Credit: Lucy Reading-Ikkanda/Simons Foundation
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A twisted metasurface bilayer enables the detection of chiral molecules (which have ‘right-handed’ or ‘left-handed’ mirror symmetry) at very low concentrations.
Credit: Y. Zhao et al./Nature Communications 2017

“The beauty of this field is that we 
have a lot of tools at our disposal. 
We come up with a theoretical 
discovery, and then we actually 
have the flexibility to decide how 
best to demonstrate it.”
Demetrios Christodoulides

Other Simons Foundation collaborations also explore symmetries, including 
the Simons Collaboration on Hidden Symmetries and Fusion Energy and the 
Simons Collaboration on Homological Mirror Symmetry.
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Otto X. Cordero Explores 
the Relationships Within 
Microbial Communities
When microbial ecologist Otto X. Cordero describes his 
approach to understanding complex societies of microbes, 
he pivots to talking about cars. 

“If I ask you how a car works, and you give me a list of parts, 
I can’t do anything with that,” says Cordero, an associate 
professor at the Massachusetts Institute of Technology. “But 
if you tell me there’s an engine that produces movement, 
and a wheel that can steer, then that makes more sense.” 

Likewise, when it comes to microbial communities, biol- 
ogists understand the parts — the individual species. But 
Cordero wants to identify the engine and the wheels, to 
build a more functional description of how the species 
work together to create microscopic guilds that break down 
organic matter — a job vital to life on Earth.

“The interconnection between the Earth and microbes is just 
amazing,” he says. “But we understand very little about how 
these diverse communities of organisms work.”

To that end, Cordero co-leads the Simons Collaboration on 
Principles of Microbial Ecosystems, or PriME. Now enter-
ing its fifth year, PriME brings together researchers across 
many disciplines to understand how microbes assume their 
well-defined roles — with no ‘chief microbe’ telling them 
what to do — and how multispecies microbial communities 
respond to and influence Earth’s ever-changing environment.

Doing so has required breaking from business as usual in 
microbiology, to approach the problem with an eye to the big 
picture rather than individual microbes. And although the 
collaboration employs many researchers worldwide to make 
that change happen, much of the vision trickles down from 
Cordero, whose eclectic background helps him approach 
microbiology from atypical angles.

“He brings a really unique flavor to the research,” says PriME 
co-director Roman Stocker of ETH Zürich. “He’s very good 
at distilling [complex problems] into simplified questions 
and approaches.”

Life Sciences

Cordero is a long way from where he started. Growing up 
in Ecuador in the 1980s and ’90s, he had no scientific role 
models. “I didn’t have any idea about what a scientist does 
or what a scientist looks like,” he says. But his grandfather 

— “a writer, a poet and a bohemian” — had a huge library in 
his home. “That sparked my interest in knowledge, learning 
and science.”

As an undergrad at the Polytechnic University of Ecuador, 
Cordero became fascinated with ‘artificial life’: computer 
simulations built on simple rules out of which complex col-
lective behaviors emerge. He took this passion with him to 
graduate school at Utrecht University in the Netherlands. 
There he met Paulien Hogeweg, a pioneer of artificial life 
who was using the simulations to study everything from 
social behaviors to evolution. Under her tutelage, Cordero 
pivoted to biology. 

“He had this eagerness of doing science, of understanding 
things and using whatever means are available for doing it, 
and really getting into the subject,” Hogeweg recalls.

With Hogeweg as his dissertation adviser, Cordero became 
interested in the evolution of gene regulatory networks in 
microorganisms — the web of biochemical signals that 

Marine microbes growing on nutrient patches. All the microbes originated from the 
same liter of seawater, yet the patterns that emerge as they grow vary across the 
different micro-ecosystems. Credit: Rachel Szabo and Otto X. Cordero

Marine bacteria colonizing and consuming polysaccharide particles. The microbes 
are stained with a fluorescent dye. Credit: Otto X. Cordero

allow microorganisms to sense the environment and alter 
behavior by turning genes on or off. But by the end of his 
Ph.D., he realized that if he wanted to understand evolution, 
he needed to understand ecology. 

So he once again crossed the ocean, to MIT for postdoctoral 
work, experimenting in the lab to better understand the 
microbes themselves. It was here that the seeds for PriME 
took root. His Ph.D. had been focused on mathematically 
modeling biological processes. But as an experimentalist, “I 
learned a lot more about what is actually happening with the 
lives of microbes,” he says. “I learned in more concrete terms 
how interconnected the planet is with microorganisms.”

Microbes en masse wield enormous influence. They pro-
duce more than half of Earth’s oxygen, form the marine food 
web’s base, and play a key role in recycling carbon through-
out the environment. In the ocean, much of this recycling 
happens on motes of organic matter known as marine snow. 
When carbon-consuming critters such as phytoplankton die, 
they tend to stick together and form small, whitish flecks, 
which then sink. If that were the whole story, much of the 
ocean’s carbon would end up on the seafloor. But these 
‘snowflakes’ are a buffet for microbes, who colonize the 
particles and scarf up the carbon, eventually returning it to 
the sea or atmosphere.

“That’s what we’ve been studying in our lab for the last five or 
so years,” says Cordero. “How the microbes assemble into 
complex communities on these tiny particles, and how their 
interactions mediate the degradation of organic matter.” The 
rate of that degradation is one of the tuning knobs influen- 
cing how much carbon is freely available on Earth.

Though the pandemic slowed things down, it didn’t stop the 
team from making discoveries. One thing they’ve learned in 
the past year is that although turnover among microbes on 
these particles is high, the basic jobs available stay the same. 

“You can see hundreds of different species coming and going,” 
he says. “The next day, you may see different species coming 
and going. And the next day, slightly different species.”

But all those different species 
assume similar functional roles, 
depending on how they obtain 
food. “Degraders” harvest their 
food from the marine snow, 

“cheaters” steal from the degra- 
ders’ hard work, and “waste 
scavengers” munch on everyone 
else’s excrement. Identifying 
those roles has been a major 
achievement. “This to me is one 
of the main problems in the field,” he says. “How to go 
from this shopping list of species to a functional descrip-
tion of the system.”

The discoveries haven’t been limited to Cordero’s lab at 
MIT. The PriME collaboration encompasses nine labs world-
wide, each focused on different aspects of marine microbial 
communities. At the University of Southern California, 
for example, biologist Naomi Levine and others recently 
reported on how marine microbes leverage competing evo- 
lutionary strategies. And Roman Stocker and colleagues 
have shown how the fluid flow created by sinking marine 
snow affects consumption rates.

“We have done a pretty bold experiment with this collab- 
oration,” says Stocker. “We’ve brought in people from a variety 
of disciplines, including a number of people who have never 
before worked on the oceans.” 

Through the efforts of physicists, chemists, mathemati-
cians and microbiologists, the team has established a new 
research platform by turning marine snow communities 
into a ‘model system,’ an archetype for further exploration, 
much the way that fruit flies are the classic staging ground 
for genetics research. 

“Now we have a platform to do really exciting things,” says 
Cordero. “We’re at a stage now where we can actually ask 
much better questions.”

Getting to this stage has required about 40 researchers 
across disciplines and around the globe to work together and 
try something new. But some of the success undoubtedly 
comes from Otto X. Cordero’s character — from his being 
someone who enjoys life and enjoys connecting with people 
from backgrounds as varied as his own. 

“Not everybody having the same background as Otto would be 
as good,” says Hogeweg. “I would more say it’s just … Otto.”
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Otto X. Cordero Explores 
the Relationships Within 
Microbial Communities
When microbial ecologist Otto X. Cordero describes his 
approach to understanding complex societies of microbes, 
he pivots to talking about cars. 

“If I ask you how a car works, and you give me a list of parts, 
I can’t do anything with that,” says Cordero, an associate 
professor at the Massachusetts Institute of Technology. “But 
if you tell me there’s an engine that produces movement, 
and a wheel that can steer, then that makes more sense.” 
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microbiology from atypical angles.

“He brings a really unique flavor to the research,” says PriME 
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at distilling [complex problems] into simplified questions 
and approaches.”
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Cordero is a long way from where he started. Growing up 
in Ecuador in the 1980s and ’90s, he had no scientific role 
models. “I didn’t have any idea about what a scientist does 
or what a scientist looks like,” he says. But his grandfather 
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and science.”
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things and using whatever means are available for doing it, 
and really getting into the subject,” Hogeweg recalls.

With Hogeweg as his dissertation adviser, Cordero became 
interested in the evolution of gene regulatory networks in 
microorganisms — the web of biochemical signals that 

Marine microbes growing on nutrient patches. All the microbes originated from the 
same liter of seawater, yet the patterns that emerge as they grow vary across the 
different micro-ecosystems. Credit: Rachel Szabo and Otto X. Cordero

Marine bacteria colonizing and consuming polysaccharide particles. The microbes 
are stained with a fluorescent dye. Credit: Otto X. Cordero
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oration,” says Stocker. “We’ve brought in people from a variety 
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before worked on the oceans.” 

Through the efforts of physicists, chemists, mathemati-
cians and microbiologists, the team has established a new 
research platform by turning marine snow communities 
into a ‘model system,’ an archetype for further exploration, 
much the way that fruit flies are the classic staging ground 
for genetics research. 

“Now we have a platform to do really exciting things,” says 
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much better questions.”

Getting to this stage has required about 40 researchers 
across disciplines and around the globe to work together and 
try something new. But some of the success undoubtedly 
comes from Otto X. Cordero’s character — from his being 
someone who enjoys life and enjoys connecting with people 
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“Now we have a platform to do  
really exciting things. We’re at a 
stage now where we can actually 
ask much better questions.”
Otto X. Cordero

“Not enough people know this in the general public, but 
microorganisms like bacteria, something else called 
archaea that not many people know about, [and] fungi 
are key players in all ecosystems on the planet. The 
planet wouldn’t look the way it looks if it wasn’t because 
of these microbes. There wouldn’t be any life, in fact. 
For example, every living form requires nitrogen. … 
Nitrogen is in the atmosphere, and the only way it gets 
into plants — and, therefore, into beings that eat plants, 
like us — is because there are microbes that converted 
atmospheric nitrogen into organic nitrogen.”

Otto X. Cordero

Watch the full video of Otto X. Cordero at simonsfoundation.org/report2020

Otto X. Cordero
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A New Simons 
Collaboration Probes 
How the Brain Ages
The African turquoise killifish is unusual for a vertebrate, 
especially among those typically found in research labs. All 
told, it lives about six months, a life cycle adapted to the 
ephemeral ponds of Zimbabwe and Mozambique. Ironically, 
their short life span makes these fish ideal candidates 
with which to study the science of aging: Their life stages 
appear predictably and rapidly and, as research on aging 
progresses, will eventually permit quick evaluation of genetic 
and other interventions.

Bérénice Benayoun knows this. As a postdoctoral researcher 
with Anne Brunet at Stanford University, Benayoun helped 
piece together the killifish genome and then edit it to reca- 
pitulate known hallmarks of aging-related disorders. Now 
a Simons Collaboration on Plasticity and the Aging Brain 
(SCPAB) investigator and a researcher at the University of 
Southern California, Benayoun continues to collaborate  
with Brunet to manipulate other under-studied molecular 
pathways, to understand how they control aging processes 
including cognitive decline. Given that the world’s popu-
lation of people 65 and older will double in the next few 
decades, these questions are increasingly relevant.

The killifish is just one of a handful of organisms used to 
study aging. Coleen Murphy, a Princeton University pro- 
fessor of molecular biology and genomics and director 
of the SCPAB, has long been interested in using the tiny 
Caenorhabditis elegans roundworm to understand why and 
how we age. Her team is working to untangle multiple 
molecular pathways underlying aging, including those 
involving CREB (cAMP response element-binding protein), 
a transcription factor involved in neural plasticity whose 
abundance declines with age in both worms and humans. 
In 2019, Murphy’s team showed that they could manipulate 
the CREB pathway to rescue the ability of old worms to learn 
and remember. 

Life Sciences

Driven by the goal of understanding the aging brain, the 
SCPAB has so far pledged support to 21 investigators 
to search for mechanisms underlying aging and investi-
gate whether they can be slowed or reversed. The SCPAB 
was begun with the belief that cognitive decline and aging 
are worth understanding per se, as well as for their conne- 
ctions to neurodegenerative disorders. All animals age, and 
though there is plenty of research on conditions such as 
Alzheimer’s disease, much less is known about the ‘normal’ 
aging process that most of us will experience. SCPAB 
funding is distributed across seven projects, each tackling 
the question of aging from a different angle. Groups are 
investigating aging at the genetic, molecular, systems and 
behavioral levels — and in different species. 

All of the projects rely on animal models that have been under- 
utilized in aging research thus far. Although research on 
different animal models has thrived, until the SCPAB collab- 
oration, studies were usually performed without reference 
to one another. “We all knew of each other’s work, but there 
was never an opportunity for us to work together,” Benayoun 
says. “Simons funding gave us a platform and a common 
project to work on.” 

Most of the SCPAB projects require expertise across multiple 
domains. For example, one project focuses on the role of 
bloodborne factors shown to affect aging processes. To fully 
understand these mechanisms, the SCPAB team will use 
multiple approaches: proteomics and RNA sequencing to 
understand which proteins can cross from blood into the 
brain, high-resolution imaging to understand structural 
changes caused in blood vessels, and behavioral assays to as-
sess how these bloodborne factors alter cognition. Injecting 
such bloodborne factors may be a viable way to extend our 
healthy, cognitively active years.

A common goal across SCPAB projects is to find similarities 
and differences across species, beginning with defining what 
should be considered “old” for each organism. “We want to 
understand the molecular changes that take place with age 
in the brains of all these organisms — and which changes 
are conserved in different species and which are unique,” 
Murphy says. 

“It’s not going to be enough to say I found one thing that 
changes with aging,” says Gerald Fischbach, distinguished 
scientist and fellow at the Simons Foundation, who initiated 
the SCPAB in 2017. “The question is: Are there common 
features of aging across species?”

To truly compare results between species, one SCPAB project 
is dedicated to designing a database that will standardize 
data collected across all organisms studied, as well as from 
all SCPAB projects, becoming the first database on aging of 

its kind. The database will also feature data from humans: 
initially neuroimaging data from the U.K. Biobank, and later 
many types of human data from other sources.

Males and females age differently. Benayoun’s team devel- 
oped a mouse model to study the influence of hormonal 
regulation on our aging genomes and brains. But as a 
trained genomicist, she was a fish out of water when 
attempting to understand what was happening to the 
brain as these mice aged. Facilitated by SCPAB workshops 
intended to harmonize the way researchers collect and 
annotate data, she traded expertise with fellow SCPAB 
researchers like Dena Dubal, who specializes in neuro- 
science and behavior. 

This type of collaborative approach, especially starting from 
the inception of a project, is truly unprecedented. “With 
traditional funding mechanisms, you are already about 90  
percent done with the project in question when you apply 
for support — which means that your ability to adjust course 
is really very limited,” Benayoun says.

Sometimes, this involves getting into the nitty-gritty about 
what’s working and what’s not — even down to specific experi- 
mental time points — ultimately saving each other the time 

and effort of working out the kinks 
themselves. “This is not something 
you’re going to see at a conference,” 
Benayoun says.

“I’ve rarely been involved in such a collab- 
orative project where people are so 
committed at such an early stage,” says 
Fischbach. Importantly, the SCPAB lead- 
ership values and listens to everyone 
on the project, even students and junior 
investigators. “It’s a true collaboration,” 
Benayoun says. “It feels very original.” 

Ultimately, the goal of this harmoni-
zation is to develop clear insight about 
why we age and how we might reduce 
cognitive decline. In Benayoun’s words, 

“How do we best design what each lab is 
doing so that we can learn something 
that transcends what each lab is doing?”

For octogenarian Fischbach, the scientific and humanitarian 
implications of the SCPAB work have deeply personal 
importance. He notes that although the present focus is 
on using simple organisms to test causality, these findings 
may ultimately lead to genetic or therapeutic interventions 
in humans. “It’s going to be hard to do such genetic mani- 
pulation in higher vertebrates,” he cautions, “but it’s coming.” 
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Alzheimer’s disease, much less is known about the ‘normal’ 
aging process that most of us will experience. SCPAB 
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to one another. “We all knew of each other’s work, but there 
was never an opportunity for us to work together,” Benayoun 
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orative project where people are so 
committed at such an early stage,” says 
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investigators. “It’s a true collaboration,” 
Benayoun says. “It feels very original.” 

Ultimately, the goal of this harmoni-
zation is to develop clear insight about 
why we age and how we might reduce 
cognitive decline. In Benayoun’s words, 

“How do we best design what each lab is 
doing so that we can learn something 
that transcends what each lab is doing?”

For octogenarian Fischbach, the scientific and humanitarian 
implications of the SCPAB work have deeply personal 
importance. He notes that although the present focus is 
on using simple organisms to test causality, these findings 
may ultimately lead to genetic or therapeutic interventions 
in humans. “It’s going to be hard to do such genetic mani- 
pulation in higher vertebrates,” he cautions, “but it’s coming.” 

“One of the really great things about the collaboration 
on the aging brain has been making new connections 
between groups that never would have worked together 
otherwise. I feel like we’ve been able to bring together a 
really stellar group of investigators, and some of those 
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have happened if the Simons [Foundation] hadn’t gotten 
them together.”

Coleen Murphy 

Watch the full video of Coleen Murphy at simonsfoundation.org/report2020

“It’s a true collaboration.  
It feels very original.”
Bérénice Benayoun

Studying the aging process in animals requires studying an organism throughout its life cycle. African killifish are 
more closely related to humans than other animals with short life cycles, such as fruit flies and nematode worms, 
while still having only a monthslong life span. Credit: A. Wang et al./Cell 2015

Gerald Fischbach also played a pivotal role in the launch of the Simons 
Collaboration on the Global Brain (page 23) and SFARI (pages 25–30).
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Neuroscientists Are 
Tracking How Information 
Travels Across Our Brains
The brain performs a massive number of complex computa-
tions, all day long. In a game of dodgeball, the visual cortex 
might signal that something is approaching your face — 
fast! — and promptly alert the motor cortex to duck! from 
an oncoming sphere. Or, maybe, when you detect the smell 
of your grandmother’s perfume, signals from the olfactory 
cortex combined with memories stored in your hippo- 
campus might transport you back in time to enjoyable 
childhood visits. Each area of the brain is like a high-tech 
command center: taking in information, transforming it with 
computation and then rerouting it to new cerebral locations.

For decades, scientists have been trying to understand the 
content of those signals. Adding to the complexity is the fact 
that researchers are asking not only about the content of the 
information sent, but also how and where computations 
happen and how they effect thought and behavior. Tracking 
the paths and transformations of messages through multiple 
brain networks may be the key to understanding how the 
brain processes information so flexibly. 

Enter the Simons Collaboration on the Global Brain (SCGB), 
a network of 76 scientists dedicated to doing just that: under- 
standing how internal brain processes occur and also how 
they then impact the transformation of sensory information 
into actions. Now in its seventh year, SCGB is unveiling 
important lessons about memory, decision-making and the 
kinds of theoretical frameworks scientists will need to peel 
away the layers of complexity and reveal the inner workings 
of the brain in unprecedented detail.

For decades, SCGB investigator and University of California, 
San Francisco researcher Loren Frank has been interested 
in the neural circuits active in memory formation. As an 
animal moves through space, neurons in the hippocampus 
fire to record the animal’s location and to update other areas 
of the brain, effectively forming a spatial memory. These 
sequential firing patterns are reactivated during ‘sharp-wave 
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ripples,’ events thought to act as time-compressed versions 
of spatial memories that are often replayed during stillness 
and sleep. 

In 2020, Frank’s lab published a study in Neuron investi- 
gating how different regions of the hippocampus broadcast 
this spatial memory to the nucleus accumbens, an area 
involved in reward. Before this study, the team knew that 
both the dorsal and ventral regions of the hippocampus 
exhibited sharp-wave ripples, but not whether these regions 
communicated with different or overlapping networks in the 
accumbens. By recording simultaneously from the hippo- 
campus and the nucleus accumbens, they showed that 
dorsal and ventral ripples activated mostly separate sets of 
neurons and had opposing effects when they spoke to the 
same neurons. 

Lead author Mari Sosa, who wrote the paper as a graduate 
student and now works as a postdoctoral fellow with SCGB 
investigator Lisa Giocomo at Stanford University, thinks 
these opposing effects may help the brain tease apart dif- 
ferent parts of a memory, such as specific locations or the 
emotional and social context of an experience. “In order to 
disassociate specific pieces of information, you might want 
to have neural circuits dedicated to separately storing and 
retrieving those different pieces of information,” Sosa says. 
When you’re recalling your walk to the coffee shop, you 
can remember which corner it’s on, or the sense of relief 
after the first sip of your latte, or both. By integrating dif- 
ferent sets of inputs, it’s likely that the accumbens neurons 
are able to tease apart these memories.

The actual messages being sent between the hippocampus 
and the nucleus accumbens, however, are still a mystery. “We 
don’t know what the content of these replay messages are just 
yet, but one possibility is that the dorsal and ventral hippo- 
campus are routing different types of information during 
memory storage and retrieval,” Sosa says. It’s possible that 
these different messages are what’s reflected in the different 
firing patterns in the accumbens.

Sosa’s work adds to an increasing pile of evidence that most 
information processing happens in neurons distributed 
across brain areas. “You might have groups of neurons within 
a brain area that are specialized to process a certain type of 
information, but that’s probably not the only thing they’re 
doing,” Sosa says. “They could also be modified to do some-
thing a little bit different depending on what inputs they 
receive from other areas.”

Flexibility is indeed a crucial feature of how our brains work 
— it’s how we remember, learn and ultimately change our 
behavior. It’s possible that having different routes for infor- 
mation can help the brain more flexibly compute information 
based on context, experience, mood and more. 

Still, the mechanisms of this flexibility, and their time- 
scales, are a bit of a mystery. “Given that almost everything 
in the brain is connected to everything else, how do brain 
regions connect and disconnect?” SCGB and Howard 
Hughes Medical Institute investigator Karel Svoboda asks. 

“What are the mechanisms, and how do they enable flexible 
computation?” To address these questions, Svoboda is work-
ing on expanding our capacity to image multiple brain 
areas simultaneously.

Working with fellow SCGB investigator Liam Paninski, a 
researcher at Columbia University, Svoboda is developing 
novel ways to image large swaths of brain activity down to 
the resolution of synapses. Last year, they helped develop 
a microscope that can simultaneously image more than 
9,000 inhibitory neurons across four different cortical areas, 
along with callosal projection neurons spanning two hemi-
spheres. The hope is that this technology will shed light on 
the precise connections that enable behaviors.

Other researchers are turning to high-yield electrophysiology 
devices such as Neuropixels recording probes to determine 
how brain areas work together to route information. Working 
as part of the International Brain Laboratory (IBL), a 21-lab 
collaboration funded in part by SCGB, SCGB investigator 
and University of Washington researcher Nick Steinmetz 
is using Neuropixels to understand how rodents make 
decisions. Steinmetz is primarily interested in how an 
animal’s internal state influences its brain activity and 
ultimately its behavior; researchers at the IBL are determined 
to figure out what is different in the brain when an animal 
is paying close attention versus when it’s disengaged. He 
trains mice to make visual decisions and has noticed that an 
animal’s engagement with a task can change how quickly 
and how well it makes a decision. “The same stimulus on 
the retina fails to generate a behavior,” Steinmetz says. “Some- 
where, the activity is different.”

Steinmetz and his colleagues believe that changes in the 
structure of communication between brain regions may be 
what distinguishes different attentional states. “It’s actually 
by modulating information flow, and via high-dimensional 
communication patterns, that the behavioral effects of 
engagement are brought about,” Steinmetz says.

But activity happening synchronously through multiple 
brain regions can be difficult to parse. Most computational 
theories of brain activity describe the flow of information 
from one area to another, with many transformations occur-
ring along the way. New theories and methods are needed to 
tackle the logic of multiple brain regions speaking to many 
other regions. 

This is where SCGB investigators like Byron Yu come in. 
Yu, a neuroscientist at Carnegie Mellon University, is work-
ing with fellow SCGB investigators Adam Kohn of Albert 
Einstein University and Christian Machens of the Champa- 
limaud Foundation to develop new statistical methods to 
parse the relationships between brain areas that enable 
visual perception. In the past two years, their team pub-
lished two papers showing that different areas in the visual 
cortex could communicate through specific channels, or sub- 
spaces. Their idea is that this works like a lock and key: 
Signals that match the channel are sent to the next brain 
area; mismatched signals are not. Identifying this neural 
mode of signaling relied on new mathematical approaches, 
including a few that can tease apart feedforward and feed-
back signals, a crucial distinction in understanding how 
information is routed. 

Frameworks like these underscore the importance of under-
standing the brain as an interconnected network. “We have a 
great temptation to draw box-and-arrows diagrams and think 
that they tell us how the system works,” Steinmetz says. “It’s 
pretty clear it’s going to be more complicated than that.”
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Neuroscientists Are 
Tracking How Information 
Travels Across Our Brains
The brain performs a massive number of complex computa-
tions, all day long. In a game of dodgeball, the visual cortex 
might signal that something is approaching your face — 
fast! — and promptly alert the motor cortex to duck! from 
an oncoming sphere. Or, maybe, when you detect the smell 
of your grandmother’s perfume, signals from the olfactory 
cortex combined with memories stored in your hippo- 
campus might transport you back in time to enjoyable 
childhood visits. Each area of the brain is like a high-tech 
command center: taking in information, transforming it with 
computation and then rerouting it to new cerebral locations.
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content of those signals. Adding to the complexity is the fact 
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happen and how they effect thought and behavior. Tracking 
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ripples,’ events thought to act as time-compressed versions 
of spatial memories that are often replayed during stillness 
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same neurons. 
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“What are the mechanisms, and how do they enable flexible 
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ing on expanding our capacity to image multiple brain 
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novel ways to image large swaths of brain activity down to 
the resolution of synapses. Last year, they helped develop 
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9,000 inhibitory neurons across four different cortical areas, 
along with callosal projection neurons spanning two hemi-
spheres. The hope is that this technology will shed light on 
the precise connections that enable behaviors.
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devices such as Neuropixels recording probes to determine 
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is using Neuropixels to understand how rodents make 
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to figure out what is different in the brain when an animal 
is paying close attention versus when it’s disengaged. He 
trains mice to make visual decisions and has noticed that an 
animal’s engagement with a task can change how quickly 
and how well it makes a decision. “The same stimulus on 
the retina fails to generate a behavior,” Steinmetz says. “Some- 
where, the activity is different.”

Steinmetz and his colleagues believe that changes in the 
structure of communication between brain regions may be 
what distinguishes different attentional states. “It’s actually 
by modulating information flow, and via high-dimensional 
communication patterns, that the behavioral effects of 
engagement are brought about,” Steinmetz says.

But activity happening synchronously through multiple 
brain regions can be difficult to parse. Most computational 
theories of brain activity describe the flow of information 
from one area to another, with many transformations occur-
ring along the way. New theories and methods are needed to 
tackle the logic of multiple brain regions speaking to many 
other regions. 

This is where SCGB investigators like Byron Yu come in. 
Yu, a neuroscientist at Carnegie Mellon University, is work-
ing with fellow SCGB investigators Adam Kohn of Albert 
Einstein University and Christian Machens of the Champa- 
limaud Foundation to develop new statistical methods to 
parse the relationships between brain areas that enable 
visual perception. In the past two years, their team pub-
lished two papers showing that different areas in the visual 
cortex could communicate through specific channels, or sub- 
spaces. Their idea is that this works like a lock and key: 
Signals that match the channel are sent to the next brain 
area; mismatched signals are not. Identifying this neural 
mode of signaling relied on new mathematical approaches, 
including a few that can tease apart feedforward and feed-
back signals, a crucial distinction in understanding how 
information is routed. 

Frameworks like these underscore the importance of under-
standing the brain as an interconnected network. “We have a 
great temptation to draw box-and-arrows diagrams and think 
that they tell us how the system works,” Steinmetz says. “It’s 
pretty clear it’s going to be more complicated than that.”

Loren Frank and collaborators are exploring how the hippocampus (Hipp) interacts with several brain regions, 
including the anterior cingulate cortex (ACC), prelimbic cortex (PLC) and orbitofrontal cortex (OFC).  
Credit: Adam Kepecs and Loren Frank

“Certainly, for me, the biggest impact of SCGB has been in 
their … visionary support for the International Brain Lab, which 
is what I’m a part of. The fact that they undertook this sort of 
massive and ambitious and risky project, and have supported 
it financially, and also supported it in terms of building a 
community, I think, has been tremendous.”
Nick Steinmetz 

Watch the full video of Nick Steinmetz at simonsfoundation.org/report2020

“Given that almost everything in the 
brain is connected to everything 
else, how do brain regions connect 
and disconnect? What are the 
mechanisms, and how do they 
enable flexible computation?”
Karel Svoboda
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One of the most vulnerable stages in a scientist’s career 
is the transition from traineeship to professorship. In the 
biomedical sciences in particular, a mismatch between the 
number of doctoral recipients and the number of avail-
able tenure-track faculty positions has made this process 
increasingly difficult in recent years. “There is a logjam of 
highly trained scientists that can’t advance to the next level,” 
says Alice Luo Clayton, a senior scientist at the Simons 
Foundation Autism Research Initiative (SFARI). “It’s a 
missed opportunity for valuable talent.”

Simons Foundation Autism Research Initiative (SFARI)

To address this issue and attract outstanding early- 
career scientists into autism research, in 2015 SFARI 
created the Bridge to Independence (BTI) program, which 
provides three years of funding to researchers who are 
finishing a mentored position, to commence as soon as 
they move into a tenure-track position at a U.S. or Canadian 
research institution. The program currently includes 31 
fellows whose work spans a wide range of approaches to 
autism research, including genetics, molecular mecha-
nisms and clinical science.

The award makes recipients more competitive in a tough 
job market, Clayton says. And once they secure a position, 
it lets them hit the ground running. Early-career scientists 
typically come under immediate pressure to apply for grants, 
but the BTI award “gives them breathing room to actually 
focus on their science for a while,” she says.

Besides funding, the program provides less tangible forms of 
support, from advice on negotiating job offers to an instant 
community of early-career autism researchers. “When you 
start in a new place, you don’t usually have a cohort of people 
who were hired at the same time,” says Rebecca Muhle, a 
2017 fellow who is now an assistant professor at Columbia 
University. The BTI award is “a nice way to find your peers, 
even though they are at different institutions,” she says.  

“You’re part of the same BTI class.”

Solving for Early-
Career Challenges 
in Autism Research

A 70-day-old brain organoid derived from an individual with a mutation in SCN8A, 
a high-confidence autism risk gene. In his Bridge to Independence project, Ranmal 
Aloka Samarasinghe will use this in vitro system to study the effects of SCN8A 
mutations on excitatory-inhibitory balance and neural oscillations in autism 
spectrum disorder. Credit: Ranmal Aloka Samarasinghe/University of California, 
Los Angeles

Multicolor dopaminergic neurons in the mouse ventral tegmental area and substantia nigra pars 
compacta following systemic delivery of AAV-PHP.eB-Th-VAST vectors. Bridge to Independence 
fellow J. Elliott Robinson used this technique to study alterations in neuronal morphology in a mouse 
model of neurofibromatosis type 1, a neurodevelopmental condition that is also the focus of his 
Bridge to Independence project. Credit: Gerard Coughlin and J. Elliott Robinson/Viviana Gradinaru 
laboratory at the California Institute of Technology

Spontaneous activity of in vitro cultured neurons recorded through a multielectrode 
array. Credit: Yun Li laboratory/University of Toronto

The program hosts an annual meeting at which the fellows 
explain their research (this year, due to COVID-19, the 
meeting was spread out over six weeks of virtual sessions). 

“Some of the talks are over my head, and others are com- 
pletely in my wheelhouse,” Muhle says. “There’s such a 
breadth of experience, and it’s great to all come together with a 
common purpose.”

The fellows also exchange wisdom about how to meet the 
challenges of setting up a lab as a brand-new principal 
investigator. “We’re all in the same boat — we have the same 
challenges, the same fears, the same excitement, the same 
roadblocks,” says Stephanie Rudolph, a 2017 fellow who 
is now an assistant professor at Albert Einstein College of 
Medicine in New York.

Several senior autism researchers also attend the meeting, 
to advise the fellows on matters such as how to recruit 
students and postdocs, craft a grant proposal, strategize 
for collaborations and preserve time for research amid the 
competing demands of a tenure-track professorship.

“There are all these skills that a young scientist doesn’t really 
have, because no one taught them,” Rudolph says. “We were 
taught as postdocs to be good scientists. But now we’re also 
entrepreneurs and mentors and teachers.”

Although some fellows planned all along to do autism 
research, others were drawn into the field by the BTI 
program, bringing a diverse array of backgrounds and 

expertise into autism research. Rudolph, for instance, studied 
basic synaptic physiology, but she is now examining how 
disruption in the cerebellum may contribute to autism- 
associated behaviors. “Writing the BTI grant and thinking 
about the relevance of my research for autism has profoundly 
changed how I think about my science,” she says. “It 
has opened up a whole world of thinking about clinically 
relevant questions.”

For Muhle, a physician, it was not clear until she received 
the BTI grant that she would be able to obtain a tenure-track 
position and an independent laboratory. “BTI was what 
allowed me to stay in research and have my own lab,” she 
says. “It was the tipping point in my trajectory.”

Muhle is now studying how changes in the expression of 
the autism risk gene CHD8 affect biological pathways and 
symptoms such as seizures in mice that have only one 
functioning copy of the gene. She also sees patients with 
neurodevelopmental disorders in her clinic. “I hope in the 
future we’ll come to a place where we’re able to improve 
things for our patients, in a way that will enable them to live 
their best lives,” she says.
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meeting was spread out over six weeks of virtual sessions). 

“Some of the talks are over my head, and others are com- 
pletely in my wheelhouse,” Muhle says. “There’s such a 
breadth of experience, and it’s great to all come together with a 
common purpose.”
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challenges of setting up a lab as a brand-new principal 
investigator. “We’re all in the same boat — we have the same 
challenges, the same fears, the same excitement, the same 
roadblocks,” says Stephanie Rudolph, a 2017 fellow who 
is now an assistant professor at Albert Einstein College of 
Medicine in New York.

Several senior autism researchers also attend the meeting, 
to advise the fellows on matters such as how to recruit 
students and postdocs, craft a grant proposal, strategize 
for collaborations and preserve time for research amid the 
competing demands of a tenure-track professorship.

“There are all these skills that a young scientist doesn’t really 
have, because no one taught them,” Rudolph says. “We were 
taught as postdocs to be good scientists. But now we’re also 
entrepreneurs and mentors and teachers.”

Although some fellows planned all along to do autism 
research, others were drawn into the field by the BTI 
program, bringing a diverse array of backgrounds and 

expertise into autism research. Rudolph, for instance, studied 
basic synaptic physiology, but she is now examining how 
disruption in the cerebellum may contribute to autism- 
associated behaviors. “Writing the BTI grant and thinking 
about the relevance of my research for autism has profoundly 
changed how I think about my science,” she says. “It 
has opened up a whole world of thinking about clinically 
relevant questions.”

For Muhle, a physician, it was not clear until she received 
the BTI grant that she would be able to obtain a tenure-track 
position and an independent laboratory. “BTI was what 
allowed me to stay in research and have my own lab,” she 
says. “It was the tipping point in my trajectory.”

Muhle is now studying how changes in the expression of 
the autism risk gene CHD8 affect biological pathways and 
symptoms such as seizures in mice that have only one 
functioning copy of the gene. She also sees patients with 
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future we’ll come to a place where we’re able to improve 
things for our patients, in a way that will enable them to live 
their best lives,” she says.

“Writing the BTI grant and thinking about 
the relevance of my research for autism has 
profoundly changed how I think about my 
science. It has opened up a whole world of 
thinking about clinically relevant questions.”
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Read about all of the SFARI Bridge to Independence Award recipients at  
www.sfari.org/grant/bridge-to-independence-award-request-for-applications/?tab=awardees

In January 2021, the Simons Collaboration on the Global Brain (page 23) 
launched its own Bridge to Independence Award program.

Securing a long-term research career in academia has become increasingly difficult. 
In 1973, 55 percent of Ph.D. recipients in the biological sciences received a tenure-
track academic position within six years. By 2009, that number had dropped to 18 
percent. Source: National Academies of Sciences, Engineering, and Medicine.
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Over the past decade, sequencing studies of children with 
autism and their families have uncovered about 100 high- 
confidence autism risk genes by searching for de novo vari-
ants — spontaneous variants that appear in the child but in 
neither parent. In one of autism research’s most striking 
success stories, these findings have provided an explanation 
for about two-thirds of the portion of autism risk that is 
associated with de novo variants.

Yet even though about 80 percent of autism risk comes from 
genetic factors, researchers estimate that only about one 
in five autism cases can be explained by a de novo variant. 

“That clearly isn’t the answer for the majority of individuals,” 
says Wendy Chung, the principal investigator of the Simons  
Foundation Powering Autism Research for Knowledge 
(SPARK) initiative. “There’s still something missing.”

Simons Foundation Autism Research Initiative (SFARI)

When it comes to genetics (as opposed to environmental 
factors), the “something missing” consists of all the inherited 
variants that can increase autism risk. This vast portion 
of the autism risk landscape is much harder to chart than 
the portion that comes from de novo variants. Whereas an 
individual typically has just one or two de novo variants in 
the entire protein-coding portion of their genome, they will 
typically have tens of thousands of inherited variants, most 
of which will have nothing to do with autism. “There are 
so many that it’s hard to know which to pay attention to,” 
Chung says.

Sifting through these variants to figure out which ones 
increase autism risk requires sequencing tens of thousands 
of families or possibly even 100,000 families. Until recently, 
such numbers were out of reach. But SPARK, launched in 
2016, is in the process of assembling a cohort of 50,000 
individuals with autism and their families. Sequencing 
studies of SPARK families are now starting to illuminate the 
inherited portion of autism risk. 

SPARK researchers analyzed the genomes of nearly 10,000 
families from SPARK and other publicly available autism 
genomic data. Their analysis has uncovered the first gene, 
NAV3, that confers autism risk only through inherited 
variants and not through de novo variants. “We have very high 
confidence that this is a true autism risk gene,” says Yufeng 
Shen, a researcher at Columbia University who carried out the 
study with Chung and a large group of SPARK collaborators.

Searching for the 
Genetic Roots of 
Inherited Autism

Rico and Israel Winston participate in the SPARK autism study.

Pamela Feliciano and Wendy Chung review genetic data from SPARK.

Lopsided Transmission. Examining the entirety of inherited 
autism risk is far too big a task to carry out without a much 
larger cohort even than the SPARK collection. To make the 
task more manageable, SPARK researchers restricted their 
attention to ultra-rare variants — ones that appear in at 
most 1 in 100,000 people in the general population. The 
variants that make the strongest contributions to autism 
risk tend to be these rare ones, since people with autism 
are less likely than others to have children, which means 
that their genetic variants are not as likely to be passed 
down to the next generation. 

Next, researchers narrowed down the list of ultra-rare variants 
even further by focusing on those that had been compu- 
tationally predicted to be deleterious — variants that probably 
destroy or significantly alter the functioning of the protein 
that the gene encodes.

To find the genes in this shortlist that are associated with 
autism risk, the researchers next looked for what they call 
a “disequilibrium” in how the gene’s variants are trans- 
mitted to the next generation. Since a parent has two copies 
of each gene, when one copy has a variant, each child has 
only a 50 percent chance of inheriting the variant. In the 
case of an autism-linked variant, the children who inherit it 
are much more likely to show up in the SPARK data than the 
children who don’t inherit it. This means that within SPARK, 
transmission of the autism variant will look lopsided: More 
than 50 percent of parents with the autism variant will have 
passed it down to their children with autism.

In the case of NAV3, 49 parents had a rare damaging variant, 
and 40 of them (81 percent) had passed the variant down to 
their children with autism — much more than 50 percent. 

“It’s very strong statistical evidence,” Shen says.

The researchers also found some indications of inherited 
autism risk for another gene, ITSN1. SPARK is now com- 
pleting a genetic analysis of an additional 10,000 families, 
and researchers hope that these added data will bolster 
the evidence for NAV3 and ITSN1 and bring many 
other inherited autism risk genes to light. “As of today, 
we have more than doubled our genomic data since our 
first analysis,” says Pamela Feliciano, SPARK’s scientific 
director. “I’m confident that the data SPARK is generating 
will yield even more insights.”

Specific Pathways. The NAV3 protein, which 
is involved in neuronal migration, is part 
of a biological process that has long been 
known to be involved in de novo autism 
risk. Although this connection to other 
autism risk genes bolsters the evidence 
for NAV3, researchers hope that the search 
for inherited autism risk genes will ulti-
mately lead them to some pathways that 
are more specific to autism than the ones 
that have come up in the context of de novo 
risk. Many of the known de novo risk 
genes are associated with autism that is 
compounded by intellectual disability and 
other neurodevelopmental conditions. Much 
less is known about the biology of autism 
in which only the core traits of the condition 
are present. “There’s a large part of the 
autism spectrum that we just don’t have 
answers for,” Chung says.

The genes underlying this type of autism may turn up 
more abundantly among inherited risk genes than among 
de novo risk genes. That’s because among people with autism, 
those who have only the core traits, without intellectual dis- 
ability, are most likely to have children and pass their 
variants down to the next generation. Additional research 
is needed to determine if people with autism spectrum dis-
order who have inherited mutations in genes such as NAV3 
and ITSN1 are less likely to have cognitive impairments.

“How many of the inherited variants we find might elucidate 
brand-new biology that might have greater specificity to 
autism?” Chung wonders. “It opens up the possibility that 
we’re just crossing the threshold into a new dimension.”
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Over the past decade, sequencing studies of children with 
autism and their families have uncovered about 100 high- 
confidence autism risk genes by searching for de novo vari-
ants — spontaneous variants that appear in the child but in 
neither parent. In one of autism research’s most striking 
success stories, these findings have provided an explanation 
for about two-thirds of the portion of autism risk that is 
associated with de novo variants.

Yet even though about 80 percent of autism risk comes from 
genetic factors, researchers estimate that only about one 
in five autism cases can be explained by a de novo variant. 

“That clearly isn’t the answer for the majority of individuals,” 
says Wendy Chung, the principal investigator of the Simons  
Foundation Powering Autism Research for Knowledge 
(SPARK) initiative. “There’s still something missing.”
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When it comes to genetics (as opposed to environmental 
factors), the “something missing” consists of all the inherited 
variants that can increase autism risk. This vast portion 
of the autism risk landscape is much harder to chart than 
the portion that comes from de novo variants. Whereas an 
individual typically has just one or two de novo variants in 
the entire protein-coding portion of their genome, they will 
typically have tens of thousands of inherited variants, most 
of which will have nothing to do with autism. “There are 
so many that it’s hard to know which to pay attention to,” 
Chung says.

Sifting through these variants to figure out which ones 
increase autism risk requires sequencing tens of thousands 
of families or possibly even 100,000 families. Until recently, 
such numbers were out of reach. But SPARK, launched in 
2016, is in the process of assembling a cohort of 50,000 
individuals with autism and their families. Sequencing 
studies of SPARK families are now starting to illuminate the 
inherited portion of autism risk. 

SPARK researchers analyzed the genomes of nearly 10,000 
families from SPARK and other publicly available autism 
genomic data. Their analysis has uncovered the first gene, 
NAV3, that confers autism risk only through inherited 
variants and not through de novo variants. “We have very high 
confidence that this is a true autism risk gene,” says Yufeng 
Shen, a researcher at Columbia University who carried out the 
study with Chung and a large group of SPARK collaborators.

Searching for the 
Genetic Roots of 
Inherited Autism

Rico and Israel Winston participate in the SPARK autism study.

Pamela Feliciano and Wendy Chung review genetic data from SPARK.

Lopsided Transmission. Examining the entirety of inherited 
autism risk is far too big a task to carry out without a much 
larger cohort even than the SPARK collection. To make the 
task more manageable, SPARK researchers restricted their 
attention to ultra-rare variants — ones that appear in at 
most 1 in 100,000 people in the general population. The 
variants that make the strongest contributions to autism 
risk tend to be these rare ones, since people with autism 
are less likely than others to have children, which means 
that their genetic variants are not as likely to be passed 
down to the next generation. 

Next, researchers narrowed down the list of ultra-rare variants 
even further by focusing on those that had been compu- 
tationally predicted to be deleterious — variants that probably 
destroy or significantly alter the functioning of the protein 
that the gene encodes.

To find the genes in this shortlist that are associated with 
autism risk, the researchers next looked for what they call 
a “disequilibrium” in how the gene’s variants are trans- 
mitted to the next generation. Since a parent has two copies 
of each gene, when one copy has a variant, each child has 
only a 50 percent chance of inheriting the variant. In the 
case of an autism-linked variant, the children who inherit it 
are much more likely to show up in the SPARK data than the 
children who don’t inherit it. This means that within SPARK, 
transmission of the autism variant will look lopsided: More 
than 50 percent of parents with the autism variant will have 
passed it down to their children with autism.

In the case of NAV3, 49 parents had a rare damaging variant, 
and 40 of them (81 percent) had passed the variant down to 
their children with autism — much more than 50 percent. 

“It’s very strong statistical evidence,” Shen says.

The researchers also found some indications of inherited 
autism risk for another gene, ITSN1. SPARK is now com- 
pleting a genetic analysis of an additional 10,000 families, 
and researchers hope that these added data will bolster 
the evidence for NAV3 and ITSN1 and bring many 
other inherited autism risk genes to light. “As of today, 
we have more than doubled our genomic data since our 
first analysis,” says Pamela Feliciano, SPARK’s scientific 
director. “I’m confident that the data SPARK is generating 
will yield even more insights.”

Specific Pathways. The NAV3 protein, which 
is involved in neuronal migration, is part 
of a biological process that has long been 
known to be involved in de novo autism 
risk. Although this connection to other 
autism risk genes bolsters the evidence 
for NAV3, researchers hope that the search 
for inherited autism risk genes will ulti-
mately lead them to some pathways that 
are more specific to autism than the ones 
that have come up in the context of de novo 
risk. Many of the known de novo risk 
genes are associated with autism that is 
compounded by intellectual disability and 
other neurodevelopmental conditions. Much 
less is known about the biology of autism 
in which only the core traits of the condition 
are present. “There’s a large part of the 
autism spectrum that we just don’t have 
answers for,” Chung says.

The genes underlying this type of autism may turn up 
more abundantly among inherited risk genes than among 
de novo risk genes. That’s because among people with autism, 
those who have only the core traits, without intellectual dis- 
ability, are most likely to have children and pass their 
variants down to the next generation. Additional research 
is needed to determine if people with autism spectrum dis-
order who have inherited mutations in genes such as NAV3 
and ITSN1 are less likely to have cognitive impairments.

“How many of the inherited variants we find might elucidate 
brand-new biology that might have greater specificity to 
autism?” Chung wonders. “It opens up the possibility that 
we’re just crossing the threshold into a new dimension.”

“Many families have spent a long time trying to understand: 
Why does their … family member have the challenges 
that they have? And getting an answer … that’s grounded 
in biology and science has been really impactful, in 
the sense that they can breathe a sigh of relief and 
understand that it wasn’t something they did. It wasn’t 
something that happened or a chance situation. It was 
because of this biological reason. And I think that a lot of 
families are happy to receive this information.”
Pamela Feliciano 

Watch the full video of Pamela Feliciano at simonsfoundation.org/report2020

“As of today, we have more than doubled 
our genomic data since our first analysis. 
I’m confident that the data SPARK is 
generating will yield even more insights.”
Pamela Feliciano

Watch Rico Winston talk about his experiences as a SPARK participant at  
sparkforautism.org/discover_article/community-spotlight-autism-advocate-rico-winston
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In 2020, the Simons Foundation Autism Research 
Initiative (SFARI) supported nearly 300 investigators in 
the United States and abroad who have pushed forward 
the frontiers of autism research in many directions. The 
following are some highlights of SFARI Investigators’ 
research in the past year.

Spotting harmful missense. Many families and individuals 
with autism participate in sequencing studies in the hope of 
receiving a definitive genetic explanation for their condi-
tion. Sometimes, this wish is fulfilled: Genetic sequencing 
uncovers a mutation that clearly sabotages the protein 
encoded by a known autism risk gene. But other times, only a 

“missense” mutation in the gene is found — one that switches 
a single amino acid in the corresponding protein, perhaps 
destroying the protein’s function, but perhaps not. Missense 
mutations are thought to underlie many cases of autism, 
but it’s hard to tell which missense mutations are deleterious 
and which are benign.

A study led by SFARI Investigator Kurt Haas of the University 
of British Columbia offers a systematic framework for assess- 
ing which missense mutations are likely to be damaging. As 
they reported on April 29, 2020, in Nature Communications, 
the researchers examined 106 mutations in the autism risk 
gene PTEN in five model systems: yeast, roundworms, fruit 
flies, rats and human cells. The team tested the functional 
impact of the mutations in a variety of ways, such as by exam- 
ining larval development in fruit flies and the structure of 
neurons in rats.

Many of the mutations had harmful impacts, and these 
impacts tended to correlate across the different organ-
isms. The correlations were especially strong in the case of 
mutations that weaken the protein’s stability, suggesting 
that assessing protein stability might be a quick first test 
for spotting disruptive mutations. The team has since used 
its testing platform to study missense variants in another 
autism risk gene, SYNGAP1. As more genes go through 
this pipeline, the pool of individuals with autism who can 
receive a conclusive genetic explanation may greatly expand.

Simons Foundation Autism Research Initiative (SFARI)

Rescuing plasticity. The autism-linked gene SHANK3 is 
essential to brain plasticity, according to a new study that 
illuminates the gene’s role in enabling neurons to adjust to 
changes in sensory input. The study, led by SFARI Investi- 
gator Gina Turrigiano of Brandeis University, also found 
that the mood-stabilizing drug lithium mitigates repetitive 
behaviors and disruptions to brain plasticity in rats and mice 
missing SHANK3, which is mutated in about 1 percent of 
people with autism.

The researchers, who reported their findings in the June 3, 
2020, issue of Neuron, disrupted SHANK3 expression in 
cultured rat neurons, and then temporarily blocked the 
neurons’ ability to fire. Once the block was removed, the 
cells failed to return to their normal firing rate, suggesting 
they were unable to adapt to this change. Lithium restored 
the neurons’ ability to adjust their firing rates.

The team next glued one eye shut in mice lacking SHANK3 
and used multielectrode arrays to study their visual cortex. 
Neurons in the mutant mice decreased their firing rate 
more gradually than those in control mice, suggesting that 
they took longer to adjust to the decrease in visual input. 
And then, while neurons in the control mice compensated 
for the loss of vision and resumed firing after a couple of 
days, neurons in the mutant mice never returned to their 
original firing rates. 

The mutant mice also groom themselves excessively, but 
this behavior was eliminated by lithium treatment. The find-
ings imply that lithium may be useful for treating people 
with SHANK3 mutations. Although lithium is often poorly 
tolerated, understanding why it works may also open the 
door to better treatments.

Mutated motion. A machine learning algorithm that breaks 
down motion into discrete behavioral chunks can tell the 
difference between control mice and ones with a particular 
autism-linked mutation, a new study shows. The algorithm 
was able to identify hyperactivity in the mutated mice, and 
it also detected how a widely used autism drug affected 
their motion.

Highlights of SFARI-
Supported Autism 
Research From 2020

The study, led by SFARI Investigator Sandeep Robert Datta of 
Harvard University, used MoSeq, an algorithm Datta and his 
team developed in 2015 to break down motion into discrete 

“syllables” without human assistance. The researchers, who 
published their findings on September 21, 2020, in Nature 
Neuroscience, examined the motion of mice with two mutated 
copies of the gene CNTNAP2. MoSeq identified 16 motion 
syllables that are different in these mice than in controls.

The drug risperidone, the team found, restored seven of 
these syllables to normal, and improved seven others. The 
researchers also examined the motion of control mice that 
were given one of 15 different drugs for depression, anxiety, 
psychosis or other disorders, and found that MoSeq was able 
to figure out which mice had received which drug. The soft-
ware might help researchers quickly screen drug candidates 
to see which ones show promise for alleviating hyperactivity, 
repetitive movements and other traits linked with autism.

Mapping autism’s genetic terrain. A new genetic analysis of 
people with autism and their families offers the most expan-
sive view yet of the landscape of autism risk genes, identi- 
fying 102 genes strongly associated with autism, including 
30 that had not been previously linked to the condition. The 
study — a large collaborative effort that involved SFARI 
Investigators Stephan Sanders and Matthew State of the 
University of California, San Francisco, Bernie Devlin of the 
University of Pittsburgh, Kathryn Roeder of Carnegie Mellon 
University, and Michael Talkowski of Harvard University, 
under the auspices of the Autism Sequencing Consortium 

— looked at the exomes (the protein-coding regions of the  
genome) of more than 35,000 individuals from the Simons 
Simplex Collection and other cohorts, making this the 
largest exome-sequencing autism study to date.

The researchers, who published their findings in Cell on 
February 6, 2020, applied an enhanced version of their 
previously developed statistical method, called TADA, to 
determine which gene variants are likely to be harmful. The 
102 genes that emerged from this analysis tended to cluster 
in groups that affect gene expression or neuronal communi-

cation. In cells from the human cortex, the team found that 
the expression of these genes is enriched in both excitatory 
and inhibitory neurons starting in early development. Some 
lines of research have suggested that autism stems in part 
from an imbalance between excitatory and inhibitory sig- 
naling, and the new study indicates that there may be multiple 
biological pathways toward this imbalance.

Editing Angelman syndrome. Altering mouse DNA using 
CRISPR gene-editing technology can prevent many charac-
teristics of the autism-related condition known as Angelman 
syndrome, researchers reported in Nature on October 21, 
2020. The therapy’s benefits lasted for the entire 17 months 
that the researchers monitored the mice, and may be lifelong.

Angelman syndrome, whose core traits include develop- 
mental delays, motor dysfunction and speech impairments, 
typically results from a mutation blocking the maternal 
copy of the gene UBE3A. The paternal copy of this gene is 
normally silent, and treatments that activate this copy in 
mice can ameliorate some traits of the condition. However, 
these improvements typically wear off over time.

The new study, led by SFARI Investigator Mark Zylka of 
the University of North Carolina at Chapel Hill, used the 
CRISPR-Cas9 gene editing approach to deactivate the RNA 
molecule that ordinarily silences paternal UBE3A. The 
therapy, which was delivered to the cortical neurons of em- 
bryonic and infant mice in two doses, activated the pater- 
nal copy of the gene in 58 percent of cortical neurons. Mice 
that received the therapy showed improved motor coordi-
nation and reduced anxiety and repetitive behaviors.

The researchers also found that the therapy activated paternal 
UBE3A in cultured human neurons, suggesting that it might 
be effective in people as well as mice. But the approach is 
considered risky because it can make unpredictable cuts 
in DNA. So Zylka’s team next plans to examine alternate 
versions of CRISPR therapy that can activate paternal UBE3A 
without cutting DNA, and thus may be safer for human use.
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In 2020, the Simons Foundation Autism Research 
Initiative (SFARI) supported nearly 300 investigators in 
the United States and abroad who have pushed forward 
the frontiers of autism research in many directions. The 
following are some highlights of SFARI Investigators’ 
research in the past year.

Spotting harmful missense. Many families and individuals 
with autism participate in sequencing studies in the hope of 
receiving a definitive genetic explanation for their condi-
tion. Sometimes, this wish is fulfilled: Genetic sequencing 
uncovers a mutation that clearly sabotages the protein 
encoded by a known autism risk gene. But other times, only a 

“missense” mutation in the gene is found — one that switches 
a single amino acid in the corresponding protein, perhaps 
destroying the protein’s function, but perhaps not. Missense 
mutations are thought to underlie many cases of autism, 
but it’s hard to tell which missense mutations are deleterious 
and which are benign.

A study led by SFARI Investigator Kurt Haas of the University 
of British Columbia offers a systematic framework for assess- 
ing which missense mutations are likely to be damaging. As 
they reported on April 29, 2020, in Nature Communications, 
the researchers examined 106 mutations in the autism risk 
gene PTEN in five model systems: yeast, roundworms, fruit 
flies, rats and human cells. The team tested the functional 
impact of the mutations in a variety of ways, such as by exam- 
ining larval development in fruit flies and the structure of 
neurons in rats.

Many of the mutations had harmful impacts, and these 
impacts tended to correlate across the different organ-
isms. The correlations were especially strong in the case of 
mutations that weaken the protein’s stability, suggesting 
that assessing protein stability might be a quick first test 
for spotting disruptive mutations. The team has since used 
its testing platform to study missense variants in another 
autism risk gene, SYNGAP1. As more genes go through 
this pipeline, the pool of individuals with autism who can 
receive a conclusive genetic explanation may greatly expand.
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Rescuing plasticity. The autism-linked gene SHANK3 is 
essential to brain plasticity, according to a new study that 
illuminates the gene’s role in enabling neurons to adjust to 
changes in sensory input. The study, led by SFARI Investi- 
gator Gina Turrigiano of Brandeis University, also found 
that the mood-stabilizing drug lithium mitigates repetitive 
behaviors and disruptions to brain plasticity in rats and mice 
missing SHANK3, which is mutated in about 1 percent of 
people with autism.

The researchers, who reported their findings in the June 3, 
2020, issue of Neuron, disrupted SHANK3 expression in 
cultured rat neurons, and then temporarily blocked the 
neurons’ ability to fire. Once the block was removed, the 
cells failed to return to their normal firing rate, suggesting 
they were unable to adapt to this change. Lithium restored 
the neurons’ ability to adjust their firing rates.

The team next glued one eye shut in mice lacking SHANK3 
and used multielectrode arrays to study their visual cortex. 
Neurons in the mutant mice decreased their firing rate 
more gradually than those in control mice, suggesting that 
they took longer to adjust to the decrease in visual input. 
And then, while neurons in the control mice compensated 
for the loss of vision and resumed firing after a couple of 
days, neurons in the mutant mice never returned to their 
original firing rates. 

The mutant mice also groom themselves excessively, but 
this behavior was eliminated by lithium treatment. The find-
ings imply that lithium may be useful for treating people 
with SHANK3 mutations. Although lithium is often poorly 
tolerated, understanding why it works may also open the 
door to better treatments.

Mutated motion. A machine learning algorithm that breaks 
down motion into discrete behavioral chunks can tell the 
difference between control mice and ones with a particular 
autism-linked mutation, a new study shows. The algorithm 
was able to identify hyperactivity in the mutated mice, and 
it also detected how a widely used autism drug affected 
their motion.

Highlights of SFARI-
Supported Autism 
Research From 2020

The study, led by SFARI Investigator Sandeep Robert Datta of 
Harvard University, used MoSeq, an algorithm Datta and his 
team developed in 2015 to break down motion into discrete 

“syllables” without human assistance. The researchers, who 
published their findings on September 21, 2020, in Nature 
Neuroscience, examined the motion of mice with two mutated 
copies of the gene CNTNAP2. MoSeq identified 16 motion 
syllables that are different in these mice than in controls.

The drug risperidone, the team found, restored seven of 
these syllables to normal, and improved seven others. The 
researchers also examined the motion of control mice that 
were given one of 15 different drugs for depression, anxiety, 
psychosis or other disorders, and found that MoSeq was able 
to figure out which mice had received which drug. The soft-
ware might help researchers quickly screen drug candidates 
to see which ones show promise for alleviating hyperactivity, 
repetitive movements and other traits linked with autism.

Mapping autism’s genetic terrain. A new genetic analysis of 
people with autism and their families offers the most expan-
sive view yet of the landscape of autism risk genes, identi- 
fying 102 genes strongly associated with autism, including 
30 that had not been previously linked to the condition. The 
study — a large collaborative effort that involved SFARI 
Investigators Stephan Sanders and Matthew State of the 
University of California, San Francisco, Bernie Devlin of the 
University of Pittsburgh, Kathryn Roeder of Carnegie Mellon 
University, and Michael Talkowski of Harvard University, 
under the auspices of the Autism Sequencing Consortium 

— looked at the exomes (the protein-coding regions of the  
genome) of more than 35,000 individuals from the Simons 
Simplex Collection and other cohorts, making this the 
largest exome-sequencing autism study to date.

The researchers, who published their findings in Cell on 
February 6, 2020, applied an enhanced version of their 
previously developed statistical method, called TADA, to 
determine which gene variants are likely to be harmful. The 
102 genes that emerged from this analysis tended to cluster 
in groups that affect gene expression or neuronal communi-

cation. In cells from the human cortex, the team found that 
the expression of these genes is enriched in both excitatory 
and inhibitory neurons starting in early development. Some 
lines of research have suggested that autism stems in part 
from an imbalance between excitatory and inhibitory sig- 
naling, and the new study indicates that there may be multiple 
biological pathways toward this imbalance.

Editing Angelman syndrome. Altering mouse DNA using 
CRISPR gene-editing technology can prevent many charac-
teristics of the autism-related condition known as Angelman 
syndrome, researchers reported in Nature on October 21, 
2020. The therapy’s benefits lasted for the entire 17 months 
that the researchers monitored the mice, and may be lifelong.

Angelman syndrome, whose core traits include develop- 
mental delays, motor dysfunction and speech impairments, 
typically results from a mutation blocking the maternal 
copy of the gene UBE3A. The paternal copy of this gene is 
normally silent, and treatments that activate this copy in 
mice can ameliorate some traits of the condition. However, 
these improvements typically wear off over time.

The new study, led by SFARI Investigator Mark Zylka of 
the University of North Carolina at Chapel Hill, used the 
CRISPR-Cas9 gene editing approach to deactivate the RNA 
molecule that ordinarily silences paternal UBE3A. The 
therapy, which was delivered to the cortical neurons of em- 
bryonic and infant mice in two doses, activated the pater- 
nal copy of the gene in 58 percent of cortical neurons. Mice 
that received the therapy showed improved motor coordi-
nation and reduced anxiety and repetitive behaviors.

The researchers also found that the therapy activated paternal 
UBE3A in cultured human neurons, suggesting that it might 
be effective in people as well as mice. But the approach is 
considered risky because it can make unpredictable cuts 
in DNA. So Zylka’s team next plans to examine alternate 
versions of CRISPR therapy that can activate paternal UBE3A 
without cutting DNA, and thus may be safer for human use.

This research was also funded in part by the Simons Collaboration 
on the Global Brain (page 23).

View more SFARI-funded research publications at 
www.sfari.org/research/funded-publications

Representative images of 
cultured hippocampal (top) and 
dorsal root ganglion (bottom) 
neurons expressing the GFP 
gene alone (left), or with WT-
PTEN (middle) or PTEN-C124S 
(right). Credit: K.L. Post et al./
Nature Communications 2020

In February 2020, SFARI convened a two-day workshop to explore the possibility  
of gene therapies for autism spectrum disorder. Mark Zylka’s work using the 
CRISPR gene-editing technology in a mouse model of Angelman syndrome proved 
an important topic during the event. “This workshop provided a terrific discussion 
about the challenges in developing targeted gene interventions and their potentially 
transformative effects as therapies,” says SFARI interim director John Spiro. “SFARI 
looks forward to translating these discussions into focused funding decisions in  
the near future.”  
 
Read more about the workshop at  
www.sfari.org/2020/06/24/sfari-workshop-explores-challenges-and-
opportunities-of-gene-therapies-for-autism-spectrum-disorder/
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When the coronavirus arrived in New York City, Math for 
America (MƒA) chemistry teacher Kimberly Dempsey did not 
waste any time. She immediately created a Google doc to teach 
her students about the pandemic, updating it daily with news 
stories about the virus and organizing the information into 
about two dozen categories from “Combating Miscon- 
ceptions” to “Environmental Impact.” By March, she had 
compiled enough information and data in the doc to design 
a slide deck that she also shared with her students. Dempsey 
then opened up both resources to her peers in the MƒA fellow- 
ship program. The resources quickly became points of 
discussion on MƒA’s internal network, which allows more 
than 1,000 teachers to communicate from hundreds of 
schools. Soon Dempsey’s work was being used in schools 
across the city. 

“What I love about MƒA is that we’re a big community,” says 
Dempsey, an MƒA Master Teacher. “When you want to 
do something extra, you need people who will say ‘This is 
awesome’ rather than saying ‘This is weird and impractical.’ 
Making this resource is not going to help my students pass 
a test; it’s not going to help me get a better rating from my 
administration. I appreciate the ability to find other teachers 
at MƒA who are willing to step out of their comfort zones 
and expand what it means to be a teacher.” 

Founded in 2004, MƒA supports and rewards extraordinary 
New York City STEM teachers like Dempsey with four-year 
fellowships. The fellows, who must have at least two years 
of classroom experience, receive a yearly stipend, the ability 
to apply for grants for national conferences and workshops, 
and, importantly, the opportunity to engage professionally 
with other expert teachers. Before the COVID-19 pandemic, 
more than 100 Master Teachers might have been at the 
MƒA headquarters on any given night in various intensive 
workshops. When New York City went into lockdown and 

Outreach and Education

teachers moved to remote instruction, MƒA continued 
its support by moving all its programming — MƒA teacher- 
led workshops, workshops by outside experts and the 
organization’s public lecture series — to remote platforms 
like Zoom. 

When New York City schools closed, Soni Midha, a 12th- 
grade math teacher, was in the middle of co-leading a 
four-session, in-person MƒA workshop on how mathe- 
matics content builds upon itself from the sixth through 12th 
grades. With the help of MƒA, she quickly moved the work-
shop online. “When we went virtual, we were apprehensive 
about doing the workshop remotely,” says Midha, who has 
been teaching for 14 years and is in her third MƒA Master 
Teacher fellowship. “But then we started and it was so nice to 
still have that community feel, even though we were online.”

Moving MƒA’s public lecture series online benefited teachers, 
and there were even some silver linings that will change the 
way MƒA hosts public talks in the future. In person, MƒA’s 
scientific and mathematics lectures usually reach capacity. 

New York Teachers Rally 
Spirits, Adapt Techniques 
During COVID-19 Pandemic

MƒA Master Teachers meet virtually through Zoom to talk about how to infuse their 
teaching with antiracist practices, student-centered instruction and equitable 
opportunities for student voices to be heard. Virtual gatherings allowed Master 
Teachers to stay connected and share ideas during the pandemic.

Math for America Master Teachers discuss how to develop challenge puzzles 
inspired by escape rooms to assess and extend mathematics and science content 
knowledge. The in-person meeting was held prior to the COVID-19 pandemic. 
Credit: Michael Lisnet for Math for America

Prior to the COVID-19 pandemic, Math for America Master Teachers gathered for a 
workshop on the mastery-based learning approach. Credit: Michael Lisnet for Math 
for America

After moving online, the organization found that they could 
reach a much larger audience and that it was easier to book 
distinguished speakers to give talks virtually. In December 
2020, vaccinologist Florian Krammer of the Icahn School 
of Medicine at Mount Sinai gave a webinar on COVID-19 
vaccines and how they work to over 300 MƒA Master Teachers 
and the public, a scale usually impossible in person due to 
space limitations. 

“Florian Krammer’s talk gave teachers the chance to interact 
with a leading scientist around the most up-to-date infor- 
mation about COVID-19 and vaccine development,” MƒA 
president John Ewing says. “As with other MƒA progr- 
amming, teachers brought what they learned back to their 
schools to the benefit of their students and school commu- 
nities. That helped many people across the city get crucial 
public health information at a time when it was needed most.”

MƒA also made efforts to share what its teachers were 
learning about remote instruction with a wider audience. In 
July MƒA hosted a virtual forum attended by about 80 MƒA 
Master Teachers, who shared promising practices around 
how to best help all students to learn remotely. MƒA then 
worked with specific teachers to produce practical and infor-
mational resources that could be disseminated by free down-
load in a new, dedicated section of MƒA’s website addressing 
four areas: community, content, engagement and assessment.

“What stands out most about our remote teaching resources 
is that they are written by and for teachers,” says MƒA chief 
operating officer Michael Driskill. “This is what real class-
room teachers are figuring out in their own classrooms. It is 
highly relevant to that practitioner audience.”

“MƒA responded to the pandemic by adapting our fellowship 
model and finding new ways to support teachers. We moved 
workshops to Zoom, redesigned courses and created space 
for teachers to share and address new teaching strategies,” 

Driskill says. “We were initially worried that teachers would 
be too overwhelmed to participate, but the opposite turned 
out to be true — attendance has increased instead.” 

“All teachers have struggled a lot with remote instruction,” 
says Laura Torres, a 15-year veteran chemistry teacher who 
joined MƒA two years ago. “It's been so helpful to have people 
around you who are similar to you and are tackling the same 
fears and challenges as you.”

Just as MƒA creates an engaging, collaborative environment 
for Master Teachers to delve into topics from vaccine develop-
ment and cutting-edge science research to equity in education 
and evaluation protocols, MƒA Master Teachers painstakingly 
nurture learning communities for their students. Torres’ own 
contribution to MƒA’s remote teaching materials centers on 
how she builds a welcoming and engaging online community 
for her students. 

“We’re very vulnerable when we’re learning,” Torres says. 
“Especially if you’re a teenager, you may make a fool out of 
yourself, or you may not look good in front of other people. 
We have to be so aware of that and make sure that is not 
going to stop them. That’s where it comes back to the com- 
munity: Can I create a community where it is safe to not 
know something and to make some mistakes?” 

“Professional community is more important than ever as 
teachers tackle the challenges of the global pandemic and 
remote teaching and learning,” says Ewing. “At MƒA we will 
continue to support outstanding teachers as they find their 
way forward.” 
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When the coronavirus arrived in New York City, Math for 
America (MƒA) chemistry teacher Kimberly Dempsey did not 
waste any time. She immediately created a Google doc to teach 
her students about the pandemic, updating it daily with news 
stories about the virus and organizing the information into 
about two dozen categories from “Combating Miscon- 
ceptions” to “Environmental Impact.” By March, she had 
compiled enough information and data in the doc to design 
a slide deck that she also shared with her students. Dempsey 
then opened up both resources to her peers in the MƒA fellow- 
ship program. The resources quickly became points of 
discussion on MƒA’s internal network, which allows more 
than 1,000 teachers to communicate from hundreds of 
schools. Soon Dempsey’s work was being used in schools 
across the city. 

“What I love about MƒA is that we’re a big community,” says 
Dempsey, an MƒA Master Teacher. “When you want to 
do something extra, you need people who will say ‘This is 
awesome’ rather than saying ‘This is weird and impractical.’ 
Making this resource is not going to help my students pass 
a test; it’s not going to help me get a better rating from my 
administration. I appreciate the ability to find other teachers 
at MƒA who are willing to step out of their comfort zones 
and expand what it means to be a teacher.” 

Founded in 2004, MƒA supports and rewards extraordinary 
New York City STEM teachers like Dempsey with four-year 
fellowships. The fellows, who must have at least two years 
of classroom experience, receive a yearly stipend, the ability 
to apply for grants for national conferences and workshops, 
and, importantly, the opportunity to engage professionally 
with other expert teachers. Before the COVID-19 pandemic, 
more than 100 Master Teachers might have been at the 
MƒA headquarters on any given night in various intensive 
workshops. When New York City went into lockdown and 
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teachers moved to remote instruction, MƒA continued 
its support by moving all its programming — MƒA teacher- 
led workshops, workshops by outside experts and the 
organization’s public lecture series — to remote platforms 
like Zoom. 

When New York City schools closed, Soni Midha, a 12th- 
grade math teacher, was in the middle of co-leading a 
four-session, in-person MƒA workshop on how mathe- 
matics content builds upon itself from the sixth through 12th 
grades. With the help of MƒA, she quickly moved the work-
shop online. “When we went virtual, we were apprehensive 
about doing the workshop remotely,” says Midha, who has 
been teaching for 14 years and is in her third MƒA Master 
Teacher fellowship. “But then we started and it was so nice to 
still have that community feel, even though we were online.”

Moving MƒA’s public lecture series online benefited teachers, 
and there were even some silver linings that will change the 
way MƒA hosts public talks in the future. In person, MƒA’s 
scientific and mathematics lectures usually reach capacity. 

New York Teachers Rally 
Spirits, Adapt Techniques 
During COVID-19 Pandemic

MƒA Master Teachers meet virtually through Zoom to talk about how to infuse their 
teaching with antiracist practices, student-centered instruction and equitable 
opportunities for student voices to be heard. Virtual gatherings allowed Master 
Teachers to stay connected and share ideas during the pandemic.

Math for America Master Teachers discuss how to develop challenge puzzles 
inspired by escape rooms to assess and extend mathematics and science content 
knowledge. The in-person meeting was held prior to the COVID-19 pandemic. 
Credit: Michael Lisnet for Math for America

Prior to the COVID-19 pandemic, Math for America Master Teachers gathered for a 
workshop on the mastery-based learning approach. Credit: Michael Lisnet for Math 
for America

After moving online, the organization found that they could 
reach a much larger audience and that it was easier to book 
distinguished speakers to give talks virtually. In December 
2020, vaccinologist Florian Krammer of the Icahn School 
of Medicine at Mount Sinai gave a webinar on COVID-19 
vaccines and how they work to over 300 MƒA Master Teachers 
and the public, a scale usually impossible in person due to 
space limitations. 

“Florian Krammer’s talk gave teachers the chance to interact 
with a leading scientist around the most up-to-date infor- 
mation about COVID-19 and vaccine development,” MƒA 
president John Ewing says. “As with other MƒA progr- 
amming, teachers brought what they learned back to their 
schools to the benefit of their students and school commu- 
nities. That helped many people across the city get crucial 
public health information at a time when it was needed most.”

MƒA also made efforts to share what its teachers were 
learning about remote instruction with a wider audience. In 
July MƒA hosted a virtual forum attended by about 80 MƒA 
Master Teachers, who shared promising practices around 
how to best help all students to learn remotely. MƒA then 
worked with specific teachers to produce practical and infor-
mational resources that could be disseminated by free down-
load in a new, dedicated section of MƒA’s website addressing 
four areas: community, content, engagement and assessment.

“What stands out most about our remote teaching resources 
is that they are written by and for teachers,” says MƒA chief 
operating officer Michael Driskill. “This is what real class-
room teachers are figuring out in their own classrooms. It is 
highly relevant to that practitioner audience.”

“MƒA responded to the pandemic by adapting our fellowship 
model and finding new ways to support teachers. We moved 
workshops to Zoom, redesigned courses and created space 
for teachers to share and address new teaching strategies,” 

Driskill says. “We were initially worried that teachers would 
be too overwhelmed to participate, but the opposite turned 
out to be true — attendance has increased instead.” 

“All teachers have struggled a lot with remote instruction,” 
says Laura Torres, a 15-year veteran chemistry teacher who 
joined MƒA two years ago. “It's been so helpful to have people 
around you who are similar to you and are tackling the same 
fears and challenges as you.”

Just as MƒA creates an engaging, collaborative environment 
for Master Teachers to delve into topics from vaccine develop-
ment and cutting-edge science research to equity in education 
and evaluation protocols, MƒA Master Teachers painstakingly 
nurture learning communities for their students. Torres’ own 
contribution to MƒA’s remote teaching materials centers on 
how she builds a welcoming and engaging online community 
for her students. 

“We’re very vulnerable when we’re learning,” Torres says. 
“Especially if you’re a teenager, you may make a fool out of 
yourself, or you may not look good in front of other people. 
We have to be so aware of that and make sure that is not 
going to stop them. That’s where it comes back to the com- 
munity: Can I create a community where it is safe to not 
know something and to make some mistakes?” 

“Professional community is more important than ever as 
teachers tackle the challenges of the global pandemic and 
remote teaching and learning,” says Ewing. “At MƒA we will 
continue to support outstanding teachers as they find their 
way forward.” 

“Before the pandemic, Math for America did such a great 
job of providing professional development on tech tools 
that we didn’t know we were going to need. … I had 
already done workshops. I’d already done [professional 
learning teams] on the Desmos activity builders. I had 
already learned about things like Nearpod. And so when 
we started remote teaching, I already felt like I was 
prepared for it, and that was all due to Math for America.”
Soni Midha 

Watch the full video of Soni Midha at simonsfoundation.org/report2020

Watch the full video of Laura Torres at simonsfoundation.org/report2020

“I think that now when we go back, we’ll also have a new 
appreciation for what that community in the classroom 
really is, and how valuable it is, and how hard it is to 
replicate otherwise when we’re away. Also, a really keen 
awareness of how different we are and how our different 
conditions at home really come with us to school. … That 
awareness, I think, is going to be better than ever, and 
really help improve our teaching.”

Laura Torres 

Jim Simons launched Math for America in 2004. MƒA is headquartered one 
block away from the Simons Foundation in New York City.
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In 1492, a meteorite crashed into a field close to what is 
today the French town of Ensisheim, its ferocious descent 
visible and audible across the Rhineland and southwestern 
Switzerland. The stone was declared a wonder of God by 
advisers to the Habsburg ruler Maximillian, who saw it as 
a prophecy of military victory against the French. (He was 
right about the victory, as it turned out.)

The Ensisheim stone’s impact pales in significance, 
though, to the destruction wrought by an asteroid that 
crashed into what is now the Yucatán Peninsula of Mexico 
66 million years ago. It landed with such force that it 
extinguished an estimated three-quarters of all species 
on the planet, including all non-avian dinosaurs. And 
we continue to live in a cosmic shooting gallery, with an 
exceedingly low — but not zero! — risk that a large comet or 
asteroid could destroy the lives of millions of humans, and 
other life forms, in a single jolt.

Interesting stuff, right?  

Sandbox Films thinks so, and is betting that almost every-
one else will, too. An independent nonprofit film studio 
launched in 2020 by the Simons Foundation, the company 
has big plans to reinvent science documentary film so that 
audiences of all stripes will pack the houses and clamor for 
more … science.

The above stories of meteors are just a few of the juicy 
chronicles from Sandbox Films’ recent release, Fireball: 
Visitors From Darker Worlds. Co-directed by legendary film-
maker Werner Herzog and by Clive Oppenheimer of the 
University of Cambridge, Fireball tells the story of how 
meteorite impacts have shaped civilizations throughout 
history, and continue to do so today. 

Sandbox Films is an offshoot of Science Sandbox, a grant-
making program of the Simons Foundation begun in 2015, 
whose mission is to “unlock scientific thinking by engaging 
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everyone with the process of science.” In 2018, program 
director Greg Boustead, in addition to administering 
Science Sandbox’s grants to outreach organizations, began 
experimenting with supporting science documentaries; 
a co-production with VICE Media led to the release of 
The Most Unknown on Netflix later that year. A couple more 
successful forays into support of independent filmmakers 
followed, and in 2020 Science Sandbox’s film grantmaking 
efforts led to the birth of mission-driven documentary film 
company Sandbox Films. 

“We have evolved into a full-fledged production company,” 
says Boustead, now also founding director of Sandbox Films.

Sandbox Films seeks to nurture and launch top-grade 
science documentaries and is committed to supporting 
the science films — and the diverse voices — that people 
need to see and hear. The company makes grants to a few 
projects it identifies each year and later provides outright 

Sandbox Films 
Brings the Wonders 
and Mysteries of Real 
Science to Cinema

financing to bring projects to completion, usually in part-
nership with for-profit companies. Profit is not the central 
goal of Sandbox Films, but recouping equity from a project’s 
success allows that capital to be reinvested into the next film, 
perhaps an even more forward-thinking one. 

Early on, Boustead recruited Emmy-nominated science 
documentary filmmaker Jessica Harrop to lead devel-
opment, production and strategy. Together the duo are 
off to a tremendous start, forming collaborations with 
production partners and filmmakers around the world 
with an eye to telling artful and inclusive stories about 
science. Sandbox Films wants nothing less than to rede- 
fine science documentaries, making them accessible and 
meaningful to all kinds of audiences, not just those whose 
interest in science is already assured. In other words, 
Sandbox Films is fundamentally about engagement, and 
about inspiration.

The still small company is off to an extremely promising 
start. Their films have premiered at festivals around the 
world, including Sundance, SXSW, Telluride, TIFF and 
CPH:DOX. And they have been distributed by Netflix, 
Apple Original Films, Neon, the BBC and PBS. The critical 
reception for Fireball has been positive. Hollywood Reporter 
critic Sheri Linden called the film an “elegant fusion of 
science and awe.” Glenn Kenny, in The New York Times, pro- 
claimed it “about as transportive as documentaries get.” 

“Both filmmaking and science are fueled by awe in pursuit 
of the unknown, of the inarticulable — of something that 
is dormant inside of us and dormant inside the physical 
world,” says Herzog, who serves as founding adviser to 
the fledgling company. Herzog’s expression of what unites 
cinema and science — that linchpin of “the unknown” 

— is what gives films about science such striking potential 
to attract audiences across cultures, races, education levels 
and socioeconomic status.  

Oppenheimer, an expert on volcanoes, pitched the idea 
that became Fireball to Herzog, who then discussed it with 
Boustead. The two quickly realized that it was right up 
Sandbox Films’ alley. Sandbox Films signed onto the project, 
providing partial financing and co-producing the docu- 
mentary with Spring Films and Werner Herzog Film- 
produktion. Later, Apple Original Films acquired the title 
and released it worldwide in fall 2020 on Apple TV+.

Herzog and Oppenheimer embarked on a filmmaking 
journey that spanned the globe. In less than 100 minutes, 
we visit a Day of the Dead procession in the Yucatán 
Peninsula, the site of the asteroid hit 66 million years ago; 
travel along the vast icy depths of Antarctica, where many 

meteorites’ remains are still undiscovered; and meet leaders 
and artists from indigenous communities in Australia, 
which have incorporated meteors and impact craters 
into their understanding of the cosmos and eternity. We 
also come along on expeditions to collect urban micro- 
meteorites in Norway, observe NASA’s ongoing surveillance 
of the skies for threatening asteroids, and even stop by the 
pope’s summer residence to meet the man dubbed ‘the 
pope’s astronomer,’ whose thinking spans from the intimacy 
of the human soul to the immensity of the cosmos. By the 
film’s end, we have been to five continents.  

The crew who traveled with Herzog, some of them half his 
age, were stunned by his stamina and drive and his passion 
for film. Boustead recalls that one night the crew was 
getting ready to sleep in the Australian desert, and they were 
short of tents. Herzog allocated the tents that were available 
to protecting the valuable camera equipment from sand 
gusts. After all, it’s great fun to sleep in the open air anyway!

Near the beginning of the film, Oppenheimer — Fireball’s 
host and co-director — meets Australian aboriginal artist 
Katie Darkie, whose vivid paintings reflect the ancestral 
meanings of the desert landscape. She lives near a kilometer- 
wide crater formed around 120,000 years ago by a battleship- 
sized asteroid, which vaporized almost completely upon 
impact. But this is the scientific version of events. “Some say 
it’s a star fell in there,” Darkie says. “But the ancestors and the 
old people were telling us it’s the rainbow serpent who fell in 
the crater. So that’s how we got three stories.”

“Meteorites have to do with mythologies in human cultures 
and strange beliefs and premonitions and, of course, deep 
questions,” Herzog says. “How is the universe formed? 
Could meteorites even carry the building blocks of life 
within them?”  

These and related questions are, of course, the hefty ones 
that keep us all up at night: no science degree required. How 
did the universe begin? Why are we here? And why did this 
comet come? Is it a warning? A message from the divine? 
Sandbox Films is hoping to tap into exactly that universality 
to draw everyone in — closer to science and closer together 

— as we all wrestle with big questions that are ultimately … 
science. As science historian Simon Schaffer cannily 
observes in Fireball, “Meteorites have meaning, and the task 
of humanity is to interpret what that meaning is.”

In the latest production by Sandbox Films, Fireball: Visitors From Darker Worlds, 
filmmakers Werner Herzog and Clive Oppenheimer visit the sites of ancient impacts, 
such as this crater in the Australian outback.
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In 1492, a meteorite crashed into a field close to what is 
today the French town of Ensisheim, its ferocious descent 
visible and audible across the Rhineland and southwestern 
Switzerland. The stone was declared a wonder of God by 
advisers to the Habsburg ruler Maximillian, who saw it as 
a prophecy of military victory against the French. (He was 
right about the victory, as it turned out.)

The Ensisheim stone’s impact pales in significance, 
though, to the destruction wrought by an asteroid that 
crashed into what is now the Yucatán Peninsula of Mexico 
66 million years ago. It landed with such force that it 
extinguished an estimated three-quarters of all species 
on the planet, including all non-avian dinosaurs. And 
we continue to live in a cosmic shooting gallery, with an 
exceedingly low — but not zero! — risk that a large comet or 
asteroid could destroy the lives of millions of humans, and 
other life forms, in a single jolt.

Interesting stuff, right?  

Sandbox Films thinks so, and is betting that almost every-
one else will, too. An independent nonprofit film studio 
launched in 2020 by the Simons Foundation, the company 
has big plans to reinvent science documentary film so that 
audiences of all stripes will pack the houses and clamor for 
more … science.

The above stories of meteors are just a few of the juicy 
chronicles from Sandbox Films’ recent release, Fireball: 
Visitors From Darker Worlds. Co-directed by legendary film-
maker Werner Herzog and by Clive Oppenheimer of the 
University of Cambridge, Fireball tells the story of how 
meteorite impacts have shaped civilizations throughout 
history, and continue to do so today. 

Sandbox Films is an offshoot of Science Sandbox, a grant-
making program of the Simons Foundation begun in 2015, 
whose mission is to “unlock scientific thinking by engaging 
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everyone with the process of science.” In 2018, program 
director Greg Boustead, in addition to administering 
Science Sandbox’s grants to outreach organizations, began 
experimenting with supporting science documentaries; 
a co-production with VICE Media led to the release of 
The Most Unknown on Netflix later that year. A couple more 
successful forays into support of independent filmmakers 
followed, and in 2020 Science Sandbox’s film grantmaking 
efforts led to the birth of mission-driven documentary film 
company Sandbox Films. 

“We have evolved into a full-fledged production company,” 
says Boustead, now also founding director of Sandbox Films.

Sandbox Films seeks to nurture and launch top-grade 
science documentaries and is committed to supporting 
the science films — and the diverse voices — that people 
need to see and hear. The company makes grants to a few 
projects it identifies each year and later provides outright 

Sandbox Films 
Brings the Wonders 
and Mysteries of Real 
Science to Cinema

financing to bring projects to completion, usually in part-
nership with for-profit companies. Profit is not the central 
goal of Sandbox Films, but recouping equity from a project’s 
success allows that capital to be reinvested into the next film, 
perhaps an even more forward-thinking one. 

Early on, Boustead recruited Emmy-nominated science 
documentary filmmaker Jessica Harrop to lead devel-
opment, production and strategy. Together the duo are 
off to a tremendous start, forming collaborations with 
production partners and filmmakers around the world 
with an eye to telling artful and inclusive stories about 
science. Sandbox Films wants nothing less than to rede- 
fine science documentaries, making them accessible and 
meaningful to all kinds of audiences, not just those whose 
interest in science is already assured. In other words, 
Sandbox Films is fundamentally about engagement, and 
about inspiration.

The still small company is off to an extremely promising 
start. Their films have premiered at festivals around the 
world, including Sundance, SXSW, Telluride, TIFF and 
CPH:DOX. And they have been distributed by Netflix, 
Apple Original Films, Neon, the BBC and PBS. The critical 
reception for Fireball has been positive. Hollywood Reporter 
critic Sheri Linden called the film an “elegant fusion of 
science and awe.” Glenn Kenny, in The New York Times, pro- 
claimed it “about as transportive as documentaries get.” 

“Both filmmaking and science are fueled by awe in pursuit 
of the unknown, of the inarticulable — of something that 
is dormant inside of us and dormant inside the physical 
world,” says Herzog, who serves as founding adviser to 
the fledgling company. Herzog’s expression of what unites 
cinema and science — that linchpin of “the unknown” 

— is what gives films about science such striking potential 
to attract audiences across cultures, races, education levels 
and socioeconomic status.  

Oppenheimer, an expert on volcanoes, pitched the idea 
that became Fireball to Herzog, who then discussed it with 
Boustead. The two quickly realized that it was right up 
Sandbox Films’ alley. Sandbox Films signed onto the project, 
providing partial financing and co-producing the docu- 
mentary with Spring Films and Werner Herzog Film- 
produktion. Later, Apple Original Films acquired the title 
and released it worldwide in fall 2020 on Apple TV+.

Herzog and Oppenheimer embarked on a filmmaking 
journey that spanned the globe. In less than 100 minutes, 
we visit a Day of the Dead procession in the Yucatán 
Peninsula, the site of the asteroid hit 66 million years ago; 
travel along the vast icy depths of Antarctica, where many 

meteorites’ remains are still undiscovered; and meet leaders 
and artists from indigenous communities in Australia, 
which have incorporated meteors and impact craters 
into their understanding of the cosmos and eternity. We 
also come along on expeditions to collect urban micro- 
meteorites in Norway, observe NASA’s ongoing surveillance 
of the skies for threatening asteroids, and even stop by the 
pope’s summer residence to meet the man dubbed ‘the 
pope’s astronomer,’ whose thinking spans from the intimacy 
of the human soul to the immensity of the cosmos. By the 
film’s end, we have been to five continents.  

The crew who traveled with Herzog, some of them half his 
age, were stunned by his stamina and drive and his passion 
for film. Boustead recalls that one night the crew was 
getting ready to sleep in the Australian desert, and they were 
short of tents. Herzog allocated the tents that were available 
to protecting the valuable camera equipment from sand 
gusts. After all, it’s great fun to sleep in the open air anyway!

Near the beginning of the film, Oppenheimer — Fireball’s 
host and co-director — meets Australian aboriginal artist 
Katie Darkie, whose vivid paintings reflect the ancestral 
meanings of the desert landscape. She lives near a kilometer- 
wide crater formed around 120,000 years ago by a battleship- 
sized asteroid, which vaporized almost completely upon 
impact. But this is the scientific version of events. “Some say 
it’s a star fell in there,” Darkie says. “But the ancestors and the 
old people were telling us it’s the rainbow serpent who fell in 
the crater. So that’s how we got three stories.”

“Meteorites have to do with mythologies in human cultures 
and strange beliefs and premonitions and, of course, deep 
questions,” Herzog says. “How is the universe formed? 
Could meteorites even carry the building blocks of life 
within them?”  

These and related questions are, of course, the hefty ones 
that keep us all up at night: no science degree required. How 
did the universe begin? Why are we here? And why did this 
comet come? Is it a warning? A message from the divine? 
Sandbox Films is hoping to tap into exactly that universality 
to draw everyone in — closer to science and closer together 

— as we all wrestle with big questions that are ultimately … 
science. As science historian Simon Schaffer cannily 
observes in Fireball, “Meteorites have meaning, and the task 
of humanity is to interpret what that meaning is.”

In the latest production by Sandbox Films, Fireball: Visitors From Darker Worlds, 
filmmakers Werner Herzog and Clive Oppenheimer visit the sites of ancient impacts, 
such as this crater in the Australian outback.

The Simons Collaboration on the Origins of Life is investigating craters as possible 
birthplaces of life on Earth.

In 2016, the International Astronomical Union named an asteroid after 
Jim Simons (6618 Jimsimons). Marilyn Simons also has an asteroid 
named after her, 10701 Marilynsimons.

Fireball features Paul Steinhardt, a 2012 Simons fellow in theoretical physics and 
the recipient of a 2019 targeted grant from the Simons Foundation’s Mathematics 
and Physical Sciences division. Steinhardt co-discovered the first known natural 
quasicrystals in a meteorite found in eastern Russia.

Werner Herzog is a founding adviser of Sandbox Films and contributed to 
Sandbox Films’ first production, The Most Unknown.

“Both filmmaking and science are fueled 
by awe in pursuit of the unknown, of 
the inarticulable — of something that 
is dormant inside of us and dormant 
inside the physical world.” 
Werner Herzog
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Cash and Cash Equivalents
Investments
Property and Equipment, Net
Prepaid Expenses and Other 

Total Assets

As of 12/31/20 As of 12/31/19

  151,891,664 
 3,427,506,267 

 417,989,136 
 20,177,353  

 4,017,564,420 

 111,229,686 
 3,696,277,248 

 503,455,245 
 13,870,166 

 
 4,324,832,345 
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 24,624,706 
 541,966,747 
 265,080,200 

 15,879,742 
 

 847,551,395 

 5,311,932 
 655,524,912 
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 15,879,742 
 

 1,020,785,993 

Accounts Payable 
Grants Payable
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Deferred Excise Tax Liability
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Management and General
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2020 GRANT PAYMENTS BY CATEGORY
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(CASH BASIS, $'S IN MILLIONS)
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INITIATIVE (SFARI) 

15.27%

MATHEMATICS AND  
PHYSICAL SCIENCES

35.13%

LIFE SCIENCES
36.24%

OUTREACH AND EDUCATION
12.91%

FLATIRON INSTITUTE
0.45%
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 3,170,013,025 
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 3,304,046,352 

Beginning Net Assets 
Current Year Change in Net Assets
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 685,775,651  

- 
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- 
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EXPENSES
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Fran Bartolić
Megan Bedell
Amitava Bhattacharjee
Ashley Bransgrove
Katelyn Breivik
John Brewer
Greg Bryan
Lisa Bugnet
Blakesley Burkhart
Keaton Burns
Iryna Butsky
Erik Buunk
Thomas Callister
Matteo Cantiello
Andreia Carrillo
Billy Chakalis
Quadry Chance
Katerina Chatziioannou
Alexander Chernoglazov
James Cho
Gabriella Contardo
Kelle Cruz
Elaine Cui
Emily Cunningham
Ruth Daly
Trevor David
Ana Maria Delgado
Selma de Mink
Alexander Dittmann
Jiayin Dong
Ilana Doran
Chris Duckworth

Asmaa Elsayed
Will Farr
Glennys Farrar
Kyle Felker
Drummond Fielding
John Forbes
Saavik Ford
Dan Foreman-Mackey
Austen Gabrielpillai
Lehman Garrison
Shy Genel	
Noémie Globus
Herschel Gordon
Sam Grunblatt
Dongwon Han
Winston Harris
Sultan Hassan
Matthew Hasselfield
Chris Hayward
Yashar Hezaveh
Brynner Hidalgo
Colin Hill
Shirley Ho
David Hogg
Destiny Howell
Xiaoshan Huang
Jason Hunt
Cameron T. Jackson
Adam Jermyn
Saurabh Jha
Yan-Fei Jiang
Alyssa Johnson
Kathryn Johnston

CENTER FOR COMPUTATIONAL 
BIOLOGY 
 
Tarmo Äijö
Jasmin Alsous
Maria Avdeeva
Florencio Balboa Usabiaga
Daniel Berenberg
Lev Bershadsky
Meredith Betterton
Richard Bonneau
Avinash Boppana
Amelia Brown
Lisa Brown
Brato Chakrabarti
Chris Chandler
Kathleen Chen
Xi Chen
Sherry Chow
Romain Cosentino
Aidan Daly
Kara Dolinski
XinXin Du
Sayantan Dutta
Reza Farhadifar
Gilles Francfort
Julien Funk
Sebastian Fürthauer
Mariano Gabitto
Krishna Garikipati
Tatyana Gavrilchenko
Vladimir Gligorijević
Kiley Graim
Sonya Hanson
Leroy Jia
Gokberk Kabacaoglu
Julia Koehler
Adam Lamson
Lars Langreth
Danxun Li
Pearson Miller
Alex Mogilner
Yoichiro Mori
Jamie Morton
Vikram Mulligan
Ehssan Nazockdast
Daniel Needleman

CENTER FOR COMPUTATIONAL 
MATHEMATICS 
 
Dhwanit Agarwal
Joakim Andén
Megan Ansdell
David Barmherzig
Alex Barnett
Marsha Berger
Ryan Bernstein 
Manjul Bhargava
David Blei
Joan Bruna
Andreas Buja
Bob Carpenter
Muawiz Chaudhary
Pilar Cossio
Michael Doppelt
Michael Eickenberg
Charles Epstein 
Silvia Espinosa
James Fienup
Daniel Fortunato
Marylou Gabrié
Leslie Greengard
Sonya Hanson 
Kenneth Ho
Shidong Jiang 
J. James Jun
Gokberk Kabacaoglu
Jason Kaye
Risi Kondor
Hannah Lawrence
Henry Li
Yin Li
Libin Lu
Di Luo
Jeremy Magland
Dhairya Malhotra
Stéphane Mallat
Aditya Mishra
Chirag Modi
Christian L. Müller
Aleksandra Plochocka

Hayden Nunley
Michael O’Brien
Laurel Ohm
Christopher Park
Aleksandra Plochocka
Morris Quaid
Anders Rasmussen
Alex Rautu
P. Douglas Renfrew
David Saintillan
Natalie Sauerwald
Rachel Sealfon
Aashna Shah
Michael Shelley
Stanislav Y. Shvartsman
Jaspreet Singh
Claudia Skok Gibbs
David Stein
Olga Troyanskaya
Jerry Vinokurov
Aaron Wong
Wen Yan
Kevin Yao
Yuan-Nan Young
Lun Zhang
Zijun (Frank) Zhang

Eftychios Pnevmatikakis
Manas Rachh
Aaditya Rangan
Alison Simons
Amit Singer
Jeff Soules
Marina Spivak
Martyna Stachaczyk
James Stokes 
Erik Thiede 
Shravan Veerapaneni
Jun Wang
Wenda Zhou
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Scientists

Flatiron Institute 
Scientists

37



CENTER FOR COMPUTATIONAL 
NEUROSCIENCE 
 
Yanis Bahroun
Nikolai Chapochinikov
Dmitri “Mitya” Chklovskii
Nicholas Chua
Ben Cohen
Shiva Farashahi
Johannes Friedrich
Siavash Golkar
David Lipshutz
Tim Oleskiw
Deena Shefter
Eero Simoncelli
Tiberiu Tesileanu
Myisha Thasin
Sonia Villani
Charles Windolf
Jingpeng Wu
Jing Yang Zhou

CENTER FOR COMPUTATIONAL 
QUANTUM PHYSICS 
 
Daniel Bauernfeind
Sophie Beck
Timothy Berkelbach
Corentin Bertrand
John Bonini
Brian Busemeyer
Jennifer Cano
Xiaodong Cao
Giuseppe Carleo
Maxime Charlebois
Jing Chen
Kun Chen
Xi Chen
Martin Claassen
Cyrus Dreyer
Philipp Dumitrescu
Matthew Fishman
Johannes Flick
Antoine Georges
Alexandru Georgescu
Denis Golež
Alexander Hampel
Yuan-Yao He
Katharine Hyatt
Jason Kaye
Bryan Lau
Peter Lunts
Matija Medvidović
Andrew Millis
Lukas Muechler

SCIENTIFIC  
COMPUTING CORE 
 
Robert Blackwell
Nick Carriero
Alex Chavkin
Justin Creveling
Ian Fisk
Pat Gunn
Géraud Krawezik
Yanbin Liu
Elizabeth Lovero
Andras Pataki
Dylan Simon
Jonathan Tischio
Nikos Trikoupis
Aaron Watters

Olivier Parcollet
Javier Robledo Moreno
Riccardo Rossi
Angel Rubio
Dries Sels
Hao Shi
James Smith
James Stokes
Miles Stoudenmire
Artem Strashko
Giacomo Torlai
Jie Wang
Xiao Wang
Nils Wentzell
Alexander Wietek
Bo Xiao
Shiwei Zhang
Manuel Zingl

SIMONS 
INVESTIGATORS

Scott Aaronson
Mina Aganagic
Ian Agol
Igor Aleiner
Andrea Alù
Sanjeev Arora
Ngô Bao Châu
Boaz Barak
Andrei Beloborodov
Andrei Bernevig
Andrea Bertozzi
Manjul Bhargava
Bhargav Bhatt
David Blei
Dan Boneh
Alexei Borodin
Simon Brendle
Michael Brenner
Garnet Chan
Moses Charikar
Xiuxiong Chen
Yanbei Chen
Aashish Clerk
Claudia Clopath
Fernando Codá Marques
Lucy Colwell
Nigel Cooper
Constantinos Daskalakis
Ingrid Daubechies
Claudia de Rham
Michael Desai
Daniel Eisenstein
Alex Eskin
Rouven Essig
Jonathan Feng
Paul François
Liang Fu
Victor Galitski
Surya Ganguli
Sharon Glotzer

Shafi Goldwasser
Ben Green
Venkatesan Guruswami
Larry Guth
Christopher Hacon
Mohammad Hafezi
Oskar Hallatschek
Sean Hartnoll
Patrick Hayden
Chris Hirata
Wayne Hu
Russell Impagliazzo
Piotr Indyk
Kenneth Intriligator
Shamit Kachru
Randall Kamien
Marc Kamionkowski
Charles Kane
Anton Kapustin
Daniel Kasen
Eleni Katifori
Nets Katz
Ludmil Katzarkov
Richard Kenyon
Subhash Khot
Alexei Kitaev
Jon Kleinberg
Jané Kondev
Kirill Korolev
James Lee
Andrea Liu
Benjamin Machta
Rachel Mandelbaum
Madhav Mani
Lisa Manning
Ciprian Manolescu
Vladimir Markovic
James McKernan

Pankaj Mehta
Joel Moore
Elchanan Mossel
Andrew Mugler
Arvind Murugan
André Arroja Neves
Karin Öberg
James O’Dwyer
Andrei Okounkov
Eve Ostriker
Ue-Li Pen
Bjorn Poonen
Frans Pretorius
Xiaoliang Qi
Eliot Quataert
Leo Radzihovsky
Leonardo Rastelli
Ran Raz
Gil Refael
Oded Regev
Omer Reingold
Igor Rodnianski
Raphael Rouquier
Shinsei Ryu
Anders Sandvik
David Schwab
Paul Seidel
Sylvia Serfaty
Eva Silverstein
Amit Singer
Christopher Skinner
Allan Sly
Dam Son
Kannan Soundararajan
Dan Spielman
Anatoly Spitkovsky
Iain Stewart
Madhu Sudan
Terence Tao
Daniel Tataru
Shang-Hua Teng
Senthil Todadri
David Tong
Caroline Uhler
Chris Umans

Salil Vadhan
Mark Van Raamsdonk
Ashvin Vishwanath
Anastasia Volovich
Aryeh Warmflash
Brent Waters
Neil Weiner
Michael Weinstein
Daniel Weissman
Daniela Witten
David Woodruff
Cenke Xu
Horng-Tzer Yau
Xi Yin
Zhiwei Yun
Olga Zhaxybayeva
David Zuckerman
Kathryn Zurek

AWARDEES 

Vijay Balasubramanian
Sam Brown
Emmanuel Candès
Dave Casper
Martin de Hoop
Gregory Eyink
Tony Ezome
Gregory Falkovich
Jonathan Feng
Nigel Goldenfeld
Björn Hof
Anna Ijjas
Simon Levin
Edward Lungu
Alexander Migdal
Yoichiro Mori
Michael Romalis
Diaraf Seck
Santiago Simanca
Paul Steinhardt
Alexander Sushkov
Mukund Thattai
Christopher Tully

¸
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NSF-SIMONS RESEARCH 
CENTERS FOR MATHEMATICS 
OF COMPLEX BIOLOGICAL 
SYSTEMS

Richard Carthew
Christine Heitsch
Andrew Murray
Qing Nie

ORIGINS OF THE UNIVERSE 
INITIATIVE

Richard Bond
Claudia de Rham
Raphael Flauger
Kurt Hinterbichler
Justin Khoury
Liam McAllister
Alberto Nicolis
Massimo Porrati
Rachel Rosen
Eva Silverstein
Mark Trodden
Cumrun Vafa
Matias Zaldarriaga

SIMONS OBSERVATORY  
AND ARRAY

Kam Arnold 
Mark Devlin
Brian Keating
Adrian Lee
Suzanne Staggs

SIMONS COLLABORATION ON 
ALGORITHMS AND GEOMETRY

Noga Alon
Alexandr Andoni
Sanjeev Arora
Mark Braverman
Jeff Cheeger

Subhash Khot
Bruce Kleiner
Assaf Naor
Ran Raz
Oded Regev
Michael Saks
Shubhangi Saraf
Rocco Servedio
Ramon van Handel
Avi Wigderson

SIMONS COLLABORATION 
ON HOMOLOGICAL MIRROR 
SYMMETRY

Mohammed Abouzaid
Denis Auroux
Ron Donagi
Kenji Fukaya
Ludmil Katzarkov
Maxim Kontsevich
Bong Lian
Tony Pantev
Paul Seidel
Nicholas Sheridan
Shing-Tung Yau

SIMONS COLLABORATION 
ON SPECIAL HOLONOMY IN 
GEOMETRY, ANALYSIS AND 
PHYSICS

Bobby Acharya
Robert Bryant
Miriam Cvetic
Simon Donaldson
Sebastian Goette
Mark Haskins
Dominic Joyce
Jason Lotay
David Morrison
Johannes Nordstrom
Simon Salamon
Sakura Schafer-Nameki
Song Sun
Thomas Walpuski

SIMONS COLLABORATION 
ON THE MANY ELECTRON 
PROBLEM

Garnet Chan
Michel Ferrero
Emanuel Gull
Kristjian Haule
Evgeny Kozik
Sandro Sorella
Boris Svistunov
Mark van Schilfgaarde
Lucas Wagner
Steven White
Dominika Zgid
Shiwei Zhang

IT FROM QUBIT: SIMONS 
COLLABORATION ON 
QUANTUM FIELDS, GRAVITY 
AND INFORMATION

Scott Aaronson
Dorit Aharonov
Vijay Balasubramanian
Horacio Casini
Daniel Harlow
Patrick Hayden
Matthew Headrick
Alexei Kitaev
Juan Maldacena
Alexander Maloney
Donald Marolf
Robert Myers
Jonathan Oppenheim
John Preskill
Leonard Susskind
Brian Swingle
Tadashi Takayanagi
Mark Van Raamsdonk

SIMONS COLLABORATION ON 
CRACKING THE GLASS PROBLEM

Ludovic Berthier
Giulio Biroli
Patrick Charbonneau
Eric Corwin
Silvio Franz
Jorge Kurchan
Andrea Liu
Lisa Manning
Sidney Nagel
Giorgio Parisi
David Reichman
Matthieu Wyart
Francesco Zamponi

SIMONS COLLABORATION 
ON THE NONPERTURBATIVE 
BOOTSTRAP

Christopher Beem
Simon Caron-Huot
Miguel Costa
Andrew Fitzpatrick
Thomas Hartman
Jared Kaplan
Zohar Komargodski
João Penedones
David Poland
Silviu Pufu
Leonardo Rastelli
Slava Rychkov
David Simmons-Duffin
Balt van Rees
Pedro Vieira
Xi Yin

SIMONS COLLABORATION 
ON ARITHMETIC GEOMETRY, 
NUMBER THEORY AND 
COMPUTATION

Jennifer Balakrishnan
Noam Elkies
Brendan Hassett
Bjorn Poonen
Andrew Sutherland
John Voight

SIMONS COLLABORATION  
ON HIDDEN SYMMETRIES  
AND FUSION ENERGY

Thomas Antonsen
Amitava Bhattacharjee
David Bindel
Allen Boozer
Peter Constantin
Robert Dewar
Omar Ghattas
Per Helander
Lise-Marie Imbert-Gérard
Robert Mackay
James Meiss
Georg Stadler

SIMONS COLLABORATION ON 
LOCALIZATION OF WAVES

Douglas Arnold
Alain Aspect
Guy David
Marcel Filoche
Richard Friend
David Jerison
Svitlana Mayboroda
Yves Meyer
James Speck
Claude Weisbuch

SIMONS COLLABORATION ON 
ULTRA-QUANTUM MATTER

Leon Balents
Xie Chen
Victor Galitski
Michael Hermele
Shamit Kachru
Andreas Karch
John McGreevy
Nathan Seiberg
Dam Son
Senthil Todadri
Ashvin Vishwanath
Xiao-Gang Wen
Peter Zoller

SIMONS COLLABORATION  
ON WAVE TURBULENCE

Tristan Buckmaster
Pierre-Philippe Cortet
Eric Falcon
Isabelle Gallagher
Zaher Hani
Nicolas Mordant
Andrea Nahmod
Sergey Nazarenko
Miguel Onorato
Laure Saint-Raymond
Jalal Shatah
Gigliola Staffilani

SIMONS COLLABORATION ON 
EXTREME WAVE PHENOMENA 
BASED ON SYMMETRIES

Andrea Alù
Katia Bertoldi
Demetrios Christodoulides
Nader Engheta
Mathias Fink
Steven Johnson
Alexander Khanikaev

Robert V. Kohn
Tsampikos Kottos
Mário Silveirinha
A. Douglas Stone
Vincenzo Vitelli

SIMONS COLLABORATION  
ON THE THEORY OF  
ALGORITHMIC FAIRNESS

Avrim Blum
Constantinos Daskalakis
Cynthia Dwork
Shafi Goldwasser
Jon Kleinberg
Katrina Ligett
Huijia (Rachel) Lin
Jamie Morgenstern
Moni Naor
Toniann Pitassi
Omer Reingold
Aaron Roth
Guy Rothblum

NSF-SIMONS RESEARCH 
COLLABORATIONS ON THE 
MATHEMATICAL AND SCIENTIFIC 
FOUNDATIONS OF DEEP LEARNING

Emmanuel Abbé
Peter Bartlett
Mikhail Belkin
Emmanuel Candès
Amit Daniely
Gitta Kutyniok
Yi Ma
Andrea Montanari
Alejandro Ribeiro
Guillermo Sapiro
Nathan Srebro
Roman Vershynin
René Vidal

Mathematics and  
Physical Sciences  
Investigators

Mathematics and  
Physical Sciences  
Investigators
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MATHEMATICS 
 
Federico Ardila
Nir Avni
József Balogh
Christopher Bishop
Sergey Bobkov
Paul Bourgade
Alexander Braverman
Martin Bridgeman
Richard Canary
Jonathan Chaika
Vyjayanthi Chari
Xiaohui Chen
Ivan Cherednik
Artem Chernikov
Gheorghe Craciun
Adrian Diaconu
Philippe Di Francesco 
William Duke
Nathan Dunfield
David Fisher
Sergey Fomin
Mohammad Ghomi
Joshua Greene
Changfeng Gui
Robert Guralnick
Juhi Jang
Svetlana Jitomirskaya
Victor Kac
Matthew Kahle
Nets Katz
Rinat Kedem
Autumn Kent
Boris Khesin
Marcus Khuri
Inwon Christina Kim
Alexander Kiselev
Sergiu Klainerman

Slava Krushkal
Michael Lacey
Kai-Wen Lan
Yanyan Li
Victor Lie
Mauro Maggioni
Elizabeth Meckes
Irina Mitrea
Toan Nguyen
Hee Oh
Denis Osin
Dmitriy Panchenko
Irena Peeva
Malabika Pramanik
Eric Rowell
Richard Schwartz
Karl Schwede
Andreas Seeger
Konstantinos Spiliopoulos
Evgueni Tevelev
Tatiana Toro
Z. Jane Wang
Rachel Ward
Juncheng Wei
Elisabeth Werner
Michael Wolf
Paul Yang
Guoliang Yu
Ting Zhou
Xinwen Zhu
Aleksey Zinger

THEORETICAL PHYSICS

Lea Ferreira dos Santos
Eric Ford
Tony Gherghetta
Kristjan Haule
Lam Hui
David Huse
Renata Kallosh
Andrei Linde
Brian Metzger
Aaron Pierce
Elena Pierpaoli
Di Xiao

Mathematics and  
Physical Sciences  
Fellows

The Abdus Salam International Centre for Theoretical Physics 
American Institute of Mathematics
American Mathematical Society
Aspen Center for Physics
Centre de Recherches Mathématiques (Université de Montréal)
European Mathematical Society
The Fields Institute for Research in Mathematical Sciences
Hamilton Mathematics Institute (Trinity College Dublin)
ICTP South American Institute for Fundamental Research
Independent University of Moscow
Institute for Computational and Experimental Research in Mathematics (Brown University) 
Institute for Nuclear Theory (University of Washington) 
Institute for Pure and Applied Mathematics (UCLA)  
Institute of Mathematical Sciences of the Americas (University of Miami)
Institute of Mathematics, Vietnam Academy of Science and Technology
Instituto de Matemáticas (Universidad Nacional Autónoma de México)
International Centre for Theoretical Sciences of Tata Institute of Fundamental Research 
International Mathematical Union
Isaac Newton Institute for Mathematical Sciences (The University of Cambridge)
Istituto Nazionale di Fisica Nucleare
Kavli Institute for Theoretical Physics (UCSB)
Mandelstam Institute for Theoretical Physics (University of the Witwatersrand)
Mathematical Research Institute Oberwolfach
Mathematical Sciences Research Institute (MSRI)
Niels Bohr International Academy (Københavns Universitet)
Park City Mathematics Institute (Institute for Advanced Study)
Perimeter Institute 
P.N. Lebedev Physical Institute of the Russian Academy of Sciences
Saint Petersburg Department of V.A. Steklov Institute of Mathematics of the Russian Academy of Sciences
Simons Institute for the Theory of Computing (UC Berkeley)
Steklov Mathematical Institute of Russian Academy of Sciences

Mathematics and  
Physical Sciences  
Supported Institutes
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SIMONS COLLABORATION 
ON THE GLOBAL BRAIN

Larry Abbott
Ralph Adolphs
Misha Ahrens
Emre Aksay
David Anderson
Dora Angelaki
Richard Axel
Carlos Brody
Elizabeth Buffalo
Matteo Carandini
Anne Churchland 
Mark Churchland
Thomas Clandinin
Marlene Cohen
John Cunningham
Yang Dan
Sandeep Datta
Peter Dayan
Sophie Denève
James DiCarlo
Brent Doiron
Shaul Druckmann
Uri Eden
Tatiana Engel
Florian Engert
Adrienne Fairhall
Michale Fee
Ila Fiete
Loren Frank
Stefano Fusi
Surya Ganguli
Lisa Giocomo
Mark Goldman
Michael Häusser
Elizabeth Hillman
Sonja Hofer
Mehrdad Jazayeri
Roozbeh Kiani
Adam Kohn
Peter Latham
Andrew Leifer
Nuo Li
Scott Linderman
Michael Long

Christian Machens
Zachary Mainen
Valerio Mante
Markus Meister
Kenneth Miller
J. Anthony Movshon
Thomas Mrsic-Flogel
Liam Paninski
Pietro Perona
Jonathan Pillow
Alexandre Pouget
Jennifer Raymond
Nicole Rust
Vanessa Ruta
Bernardo Sabatini
Maneesh Sahani
C. Daniel Salzman
Elad Schneidman
Krishna Shenoy
Eero Simoncelli
Nicholas Steinmetz
David Sussillo
Karel Svoboda
David Tank
Doris Tsao
Naoshige Uchida
Xiao-Jing Wang
Ilana Witten
Daniel Yamins
Byron Yu
Anthony Zador
Manuel Zimmer

SIMONS COLLABORATION 
ON PLASTICITY AND THE 
AGING BRAIN

Rozalyn Anderson
Bérénice Benayoun
Anne Brunet
Randy L. Buckner
Anne Churchland
Sandeep Datta
Dena Dubal
Loren Frank
Lisa Giocomo

Laura Lewis
Steven McCarroll
Coleen Murphy
Maiken Nedergaard
Lee Rubin
Bernardo Sabatini
Amar Sahay
Scott Small
Beth Stevens
Yousin Suh
Saul Villeda
Tony Wyss-Coray

SIMONS COLLABORATION 
ON THE ORIGINS OF LIFE

Donna Blackmond
Tanja Bosak
Dieter Braun
David Catling
Irene Chen
Jason Dworkin
John Eiler
Woodward Fischer
Gregory Fournier
John Grotzinger
Wilhelm Huck
Joel Hurowitz
Gerald Joyce
Ramanarayanan 	   
   Krishnamurthy
Sheref Mansy
Matthew Powner
Didier Queloz
Dimitar Sasselov
Burckhard Seelig
Sarah Stewart
Roger Summons
John Sutherland
Jack Szostak
Alexis Templeton
George Whitesides

SIMONS COLLABORATION 
ON OCEAN PROCESSES 
AND ECOLOGY

E. Virginia Armbrust
Randelle Bundy
Dave Caron
Penny Chisholm
Matthew Church
Edward DeLong
Bryndan Durham
Sonya Dyhrman
Zoe Finkel
Michael Follows
Nicholas Hawco
Anitra Ingalls
Andrew Irwin
Seth John
Laura Juranek	
David Karl
Debbie Lindell
Dan Repeta
Oscar Sosa
Benjamin Van Mooy
Joshua Weitz
Angelicque White
Jon Zehr

SIMONS COLLABORATION 
ON COMPUTATIONAL 
BIOGEOCHEMICAL 
MODELING OF MARINE 
ECOSYSTEMS

E. Virginia Armbrust
Jacob Bien
Christopher Edwards
Zoe Finkel
Michael Follows
Jed Fuhrman
Andrew Irwin
Brian Powell
Shubha Sathyendranath
Joseph Vallino

SIMONS COLLABORATION 
ON PRINCIPLES OF 
MICROBIAL ECOSYSTEMS

Martin Ackermann
Sebastian Bonhoeffer
Otto X. Cordero
Jeff Gore
Terrence Hwa
Naomi Levine
Mary Ann Moran
Victoria Orphan
Roman Stocker
James Williamson

PROJECT INVESTIGATORS

Robert Brewin
Kirk Broders
Alison Buchan
Penny Chisholm
Robert DeSalle
John Grotzinger
Eunsoo Kim
Elizabeth Kujawinski
Debbie Lindell
Lawrence Martin
Martin Polz
John Pringle
François Ribalet
Heidi Sosik
Ramunas Stepanauskas
Assaf Vardi
Bess Ward
Joshua Weitz
Steven Wilhelm
Sam Wilson
Jon Zehr

SIMONS EARLY CAREER 
INVESTIGATORS IN MARINE 
MICROBIAL ECOLOGY AND 
EVOLUTION

Andrew Alverson
Frank Aylward
Andrew Babbin

Brett J. Baker
Andrew Barton
Roxanne Beinart
Erin Bertrand
Rene Boiteau
Jeff Bowman
Alexander Bradley
Randelle Bundy
Otto X. Cordero
Anne Dekas
Julia Diaz
Kyle Edwards
A. Murat Eren
Kristen Hunter-Cevera
William Leavitt
Naomi Levine
Karen Lloyd
Katherine Mackey
Holly Moeller
Jeffrey Morris
Alyson Santoro
David Talmy
Cameron Thrash
Jacob Waldbauer
Jodi Young
Xinning Zhang

HHMI-SIMONS  
FACULTY SCHOLARS

Neal Alto
Jose Dinneny
Michael Fischbach
Elizabeth Haswell
Martin Jonikas
Frederick Matsen IV
Coleen Murphy
Michael Rust
Jan Skotheim
Gurol Suel
Benjamin Tu

KLINGENSTEIN-SIMONS 
FELLOWSHIP AWARDS 
IN NEUROSCIENCE

Susanne Ahmari
Amber L. Alhadeff
Ghazaleh Ashrafi
Matthew Banghart
Jayeeta Basu
Nicolas Bellono
Andrés Bendesky
J. Nicholas Betley
Stephen Brohawn
Denise Cai
Christine Constantinople
Richard Daneman
Benjamin de Bivort
Gul Dolen
Jeff Donlea
Juan Du
Xin Duan
Monica Dus
Laura B. Duvall
Michael N. Economo
Evan Feinberg
Harrison W. Gabel
Junjie Guo
Mark Harnett
Catherine Hartley
Weizhe Hong
Michael Hoppa
Mark Howe
Elaine Y. Hsiao
Elias Issa
Mehrdad Jazayeri
James Jeanne
Hiroyuki Kato
Aubrey Kelly
Mazen Kheirbek
Erica Korb
Andrew Kruse
Liang Liang
Byungkook Lim
Conor Liston
Qili Liu
Aashish Manglik
Christine Merlin
Kate Meyer

Evan Miller
Katherine Nagel
Lauren Orefice
Brian O’Roak
Joseph Parker
Zhaozhu Qiu
Priya Rajasethupathy
Celine Riera
Caroline Runyan
Derek Southwell
Simon Sponberg
Nicholas Steinmetz 
François St-Pierre
Summer Thyme
John Tuthill
Shigeki Watanabe
Amanda Whipple
Wei Xu
Hongdian Yang
Michael Yartsev
Moriel Zelikowsky

MOORE–SIMONS PROJECT 
ON THE ORIGIN OF THE 
EUKARYOTIC CELL

Brett J. Baker
Buzz Baum
Alexandre Bisson
Minh Bui
Mark Ellisman
Laura Eme
Thijs Ettema
Galen Halverson
Roland Hatzenpichler
Michael Lynch
Sergey Ovchinnikov
Susannah Porter
Andrew Roger
Anja Spang
Laura Villanueva
Paula Welander

MIT INTEGRATIVE 
MICROBIOLOGY INITIATIVE

Otto X. Cordero
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SIMONS COLLABORATION 
ON THE GLOBAL BRAIN 
POSTDOCTORAL FELLOWS

Adam Calhoun
Anna Gillespie
Amy Ni

SIMONS COLLABORATION 
ON THE ORIGINS OF LIFE 
FELLOWS

Anne-Sofie Ahm
Paul Carroll
Ankit Jain
Tim Lichtenberg
Claire Nichols
Sukrit Ranjan
Paul Rimmer
Yajun Wang

SIMONS COLLABORATION 
ON COMPUTATIONAL 
BIOGEOCHEMICAL 
MODELING OF MARINE 
ECOSYSTEMS FELLOWS

John Casey
Christopher Follett

SIMONS COLLABORATION 
ON PRINCIPLES OF 
MICROBIAL ECOSYSTEMS 
FELLOWS

Kapil Amarnath
Samuel Pontrelli

FELLOWSHIPS IN MARINE 
MICROBIAL ECOLOGY

Gabriel Birzu
Gregory Britten
Natalie Cohen
Eryn Eitel
Matti Gralka
Rachel Gregor
Katherine Heal
Michael Henson
Dominik Hülse
Keisuke Inomura
Sean Kearney
Veronika Kivenson
Chana Kranzler
Bennett Lambert
Adam Larson
Ashley Maloney
Lauren Manck
Alexandra McCully
Darcy McRose
Xuefeng Peng
Eveline Pinseel
Wei Qin
Nicole Ratib
Marian Schmidt
Lewis Ward
Jake Weissman
Emily Zakem

SIMONS FELLOWS OF 
THE LIFE SCIENCES 
RESEARCH FOUNDATION

Lior Artzi
Scott Behie
Adrian Brückner
Tin Chi Solomon Chak
Arthur Charles-Orszag 
Jonathan Chekan
Kurt Dahlstrom
Romain Darnajoux 
Sur Herrera Paredes
Gary Heussler
Michele LeRoux 
Alexander Leydon
Hoong Chuin Lim
Christopher Lopez
Anastasia Manesis
Heather Meyer
Maros Pleska
Asher Preska-Steinberg
Yue Rui
Andrew Santiago-Frangos
Saima Shahid
Michael Smith
Tara Stewart Merrill
Matthew Swaffer
Alexandra Tayar
David Tourigny

SFARI Investigators
Edwin Abel
Amina Abubakar
Alexej Abyzov
Christopher Ahern
Nadav Ahituv
Douglas Allan
David Amaral
Laura Andreae
Dora Angelaki
Alan Anticevic
Stefano Anzellotti
Shernaz Bamji
Michiel Basson
Helen Bateup
Mark Bear
Kevin Bender
Stephanie Bielas
Somer Bishop
Mark Blumberg
Michael Boland
Yoram Bonneh
Kelly Botteron
Harold Burgess
Timothy Buschman
Jessica Cardin
Ruth Carper
William Catterall
Maria Chahrour
Edward Chang
Gloria Choi
Shinjae Chung
Wendy Chung
A. Ercument Cicek
Amy Clugston
Anis Contractor
Hilary Coon
Rui Costa
Mauro Costa-Mattioli
Christopher Cowan
Gerald Crabtree
Ann Marie Craig
Charles Craik
Stephen Dager
Julia Dallman
Mark Daly
Graeme Davis

Geraldine Dawson
Bernie Devlin
Jordane Dimidschstein
Anna Docherty
Enrico Domenici
Kirsty Donald
Joseph Dougherty
Catherine Dulac
Evan Eichler
Jed Elison
Evan Elliott
James Ellis
Alan Evans
Evan Feinberg
Daniel Feldman
Gordon Fishell
Tricia Flanagan
Wayne Frankel
Maria Freire
Alfred George
Soren Germer
Daniel Geschwind
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